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ABSTRACT

This paper provides a description of the integrated representation for the cloud processes in theCommunity

Atmosphere Model, version 5 (CAM5). CAM5 cloud parameterizations add the following unique charac-

teristics to previous versions: 1) a cloud macrophysical structure with horizontally nonoverlapped deep cu-

mulus, shallow cumulus, and stratus in each grid layer, where each of which has its own cloud fraction, and

mass and number concentrations for cloud liquid droplets and ice crystals; 2) stratus–radiation–turbulence

interactions that allow CAM5 to simulate marine stratocumulus solely from grid-mean relative humidity

without relying on a stability-based empirical formula; 3) prognostic treatment of the number concentrations

of stratus liquid droplets and ice crystals, with activated aerosols and detrained in-cumulus condensates as the

main sources and with evaporation, sedimentation, and precipitation of stratus condensate as the main sinks;

and 4) radiatively active cumulus and snow. By imposing consistency between diagnosed stratus fraction and

prognosed stratus condensate, unrealistically empty or highly dense stratus is avoided in CAM5. Because of

the activation of the prognostic aerosols and the parameterizations of the radiation and stratiform pre-

cipitation production as a function of the cloud droplet size, CAM5 simulates various aerosol indirect effects

as well as the direct effects: that is, aerosols affect both the radiation budget and the hydrological cycle.

Detailed analysis of various simulations indicates that CAM5 improves upon CAM3/CAM4 in global

performance as well as in physical formulation. However, several problems are also identified in CAM5,

which can be attributed to deficient regional tuning, inconsistency between various physics parameterizations,

and incomplete treatment of physics. Efforts are continuing to further improve CAM5.

1. Introduction

Clouds cool the earth–atmosphere system by reflect-

ing incoming shortwave (SW) radiation and warm it by

absorbing outgoing longwave (LW) radiation from the

surface. Satellite observations reveal that the net radi-

ative effect of clouds on the earth–atmosphere system is

a cooling of 20–24Wm22 in the global annual average

(SW cooling of 47–54Wm22; LW warming of 26–

30Wm22), about 6 times larger than the radiative forcing

associated with doubled CO2 (Ramanathan et al. 1989;

Loeb et al. 2009). To the first order, SW radiation re-

flected by clouds and LW radiation absorbed by clouds

are proportional to the cloud fraction and in-cloud op-

tical thickness that is (inversely) proportional to the in-

cloud condensate amount (cloud droplet radius). Clouds

are central to the global hydrological cycle. In the global

annual mean, the sink of atmospheric moisture by pre-

cipitation should balance the upward moisture flux from

the earth’s surface. If evaporation is neglected, the

global-mean precipitation rate at the surface is the

product of the cloud fraction and in-cloud production

rate of precipitation that is proportional to the in-cloud

condensate amount and cloud droplet radius. Clouds

also play an important role in the vertical transport of
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heat, moisture, momentum, and aerosols. The formation

and dissipation of clouds that regulate the global radi-

ation budget and the hydrological cycle is controlled by

this vertical transport, which in turn is strongly influ-

enced by the radiative and hydrological properties of

clouds. This indicates the existence of complex feedback

processes among cloud dynamics, radiation, and pre-

cipitation. To correctly assess future climate change, we

need a good representation of global cloud properties

(cloud fraction, in-cloud condensate, and cloud droplet

radius), the factors that control the variations of cloud

properties, and the feedback between cloud properties

and controlling factors.

We have worked on developing a new version of the

Community Atmosphere Model (CAM5) that provides

the community with a state-of-the-art GCM that can

simulate cloud–aerosol–climate interactions in a physi-

cally reasonable way. Compared to the previous versions,

CAM5 contains many new physics parameterizations,

including the following: 1) a moist turbulence scheme

(Bretherton and Park 2009) that performs subgrid verti-

cal transport by both dry and moist turbulent eddies

throughout the whole atmosphere, replacing CAM3’s

dry PBL scheme (Holtslag and Boville 1993); 2) a shal-

low convection scheme (Park and Bretherton 2009) that

performs subgrid vertical transport by a convective in-

hibition (CIN)-based, ensemble-mean updraft plume

with a penetrative entrainment closure at the cumulus

top, replacing CAM3’s shallow convection scheme

(Hack 1994); 3) a deep convection scheme that has

a dilute convective available potential energy (CAPE)-

based closure (Neale et al. 2008), with vertical transport

of horizontal momentum (Richter and Rasch 2008);

4) a double-moment stratiform microphysics scheme

(Morrison and Gettelman 2008), replacing CAM3’s

single-moment stratiform microphysics scheme (Rasch

and Kristjansson 1998); 5) a modal aerosol model that

computes the mass and number conversion rates be-

tween various prognostic aerosol species and performs

droplet activation and ice nucleation (Liu et al. 2012),

replacing CAM3’s bulk aerosol model; and 6) an im-

proved radiation scheme (Iacono et al. 2008). Alto-

gether, CAM5 is designed to improve simulation of the

global radiation budget and hydrological cycle; the

subgrid vertical transport of heat, moisture, momentum,

and aerosols; and complex feedbacks among cloud dy-

namics, radiation, and precipitation processes. This is

achieved by improving the subgrid representation of

cumulus and stratus and the interactions between dif-

ferent physics parameterizations associated with the

clouds and aerosols (see Fig. 1).

Compared with the previous versions, the cloud pa-

rameterizations in CAM5 are more consistent and

physically based. Several key aspects of CAM5 cloud

parameterizations are as follows:

d a consistent cloud macrophysical formulation;
d stratus–radiation–turbulence interactions;
d prognostic treatment of stratus droplet number and

aerosol species; and
d radiatively active cumulus and snow.

This paper describes the CAM5 cloud macrophysics

scheme, which provides a framework for the horizontal

and vertical distribution of clouds (see Fig. 2). Section 2

provides a detailed description of the cloud macro-

physical structure in CAM5, including how CAM5

computes cloud fraction, in-cloud condensate amount,

and the droplet number concentration for deep and

shallow cumulus and stratus clouds, and a description of

how to impose consistency between the diagnosed

stratus fraction and prognosed in-stratus condensate in

appendix A. Section 3 contrasts CAM5-simulated cloud

properties compared with CAM3/CAM4 and observa-

tions, with discussion on the source of improvements

from CAM3/CAM4 and the source of discrepancies

against observations at the process level. A summary

and conclusion is provided in section 4.

2. Cloud structures in CAM5

Cloud is a volume containing hydrometeors suspended

in the atmosphere. CAM5 has two types of clouds: cu-

mulus and stratus. Cumulus consists of deep and shallow

cumulus, while stratus consists of liquid and ice stratus. In

contrast to CAM3/CAM4, CAM5 does not have a stability-

based stratiform cloud but has a relative humidity

(RH)-based stratiform cloud that is referred to as stratus

throughout this paper. In the case that the horizontal

grid size G [ DxDy (where Dx and Dy are the zonal and

meridional width of the model grid) is comparable to or

larger than the size of the compensating subsidence

induced by a typical convective updraft observed in nature,

CAM5-simulated cumulus and stratus are analogous to the

observed cumulus and stratus, respectively. If G becomes

small, however, such analogy is broken, and special at-

tention is necessary in comparing the simulated and ob-

served cloud components and associated precipitation

rates (Park 2014a,b).

CAM5 defines the following five quantities for each

cloud type in each layer: cloud fraction (A), in-cloud

liquid water content (q̂l), in-cloud ice water content (q̂i),

in-cloud liquid droplet radius (r̂l), and in-cloud ice

crystal radius (r̂i). At times, the model recognizes that

cloud may be internally heterogeneous and defines

in-cloud distributions of ql, qi, rl, and ri. This section

provides a summary of how CAM5 simulates 1) the
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aforementioned five cloud properties (A, ql, qi, rl, and ri)

for deep and shallow cumulus and stratus and 2)

the horizontal and vertical overlapping structures be-

tween different cloud types. In each of the following

subsections, the parameterizations of cloud fraction,

cloud condensate amount, and cloud droplet radius are

described. CAM5 prognoses grid-mean droplet number

concentrations (nl and ni), which are used to compute r̂l

FIG. 1. A diagram illustrating interactions among various physics and dynamic processes in CAM5. Thick arrows denote a sequence of

process splitting at each time step with a flow of normal grid-mean state variables of f5 T, qy, ql, qi, u, y, zi, and zc, where zi and zc are the

mass and number concentrations of 15 interstitial (i.e., outside of cloud liquid droplets and ice crystals) and stratus-borne aerosol species,

respectively. Thin arrows denote the flows of additional variables [turbulent kinetic energy (TKE), PBL top height (PBLH); eddy dif-

fusivity for heat and moisture Kh; A, ql, qi, nl, ni, rl, and ri are cloud fraction and condensate mass, number concentration, and radius of

cloud liquid droplets and ice crystals; subscripts dp, sh, st, and tot denote deep cumulus, shallow cumulus, stratus, and total clouds; the

overbar and hat denote grid-mean and in-cloud average, respectively; QR,L is LW radiative cooling rate; P and E are precipitation

production and evaporation;M is convectivemass flux; and u0PBL andq
0
y,PBL are convective excess of temperature andmoisturewithin PBL;

surface latent flux (LHF) and sensible flux (SHF); tx and ty are surface wind stresses; and modal aerosol model (MAM); and implicit

turbulent mountain stress (TMS) parameterized as a function of subgrid variation of topography and grid-mean static stability at the

lowest model interface above the surface]. CAM5 prints most cloud diagnostics at the beginning of the radiation scheme.
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and r̂i by assuming a certain drop size distribution. Figure

2 provides a schematic diagram of the cloudy and cloud-

free (i.e., clear) components in each layer. Throughout

this paper, we will use the following conventions: 1) sub-

scripts dp (deep cumulus), sh (shallow cumulus), cu (cu-

mulus, which is the sum of deep and shallow cumulus),

st (stratus), and tot (total cloud, which is the sum of cu-

mulus and stratus); 2) subscripts l (liquid), i (ice), and

c (condensate, which is the sum of liquid and ice); 3)

overbars (e.g., z) for quantities with a grid-mean value

excluding a cumulus portion; and 4) hats (e.g., ẑ) for in-

cloud value.

a. Cumulus

CAM5 has separate deep and shallow convection

schemes, where each of which computes a cloud fraction

A, and in-cloud condensate amount q̂l and q̂i of a single

ensemble-mean convective updraft plume from the base

to the top of the convective updraft. Because of the zero

storage assumption of quasi-steady convective plumes,

internal thermodynamic properties of cumulus are not

advected by the grid-mean advection scheme (i.e., the

in-cumulus content is not a part of the grid-mean con-

tent) but the radiative effect of cumulus is explicitly

treated. Since cumulus microphysics is a single moment,

only diagnosing the vertical profile of condensate mass,

CAM5 needs to specify the cumulus droplet radius and

its distribution in order to compute the radiative effects

of in-cumulus and detrained convective condensate

and the microphysical effects (e.g., the production rate

of stratiform precipitation) of detrained convective

condensate in the stratus. Unlike for stratus, CAM5

FIG. 2. A diagram illustrating cloud macrophysical structures in CAM5 that have nonoverlapped deep cumulus, shallow cumulus, and

stratus in each layer: each of which has its own cloud fraction, mass, and number concentration of cloud droplets. A single stratus fraction

(Ast) is obtained by assuming maximum overlap between liquid stratus (Al,st) and ice stratus (Ai,st), and then in-stratus LWC/IWC are

uniformly distributed overAst. In this figure,Ai,st is locatedwithinAl,st, so thatAst5max(Al,st,Ai,st)5Al,st. CAM5assumes that any stratus in

the vertical path of convective updraft (either shallow or deep) is displaced by the convective updraft, resulting in the horizontal nonoverlap

between stratus and cumulus, as shown above. The tilde denotes the average over the clear portion. Thick arrows denote convective

condensate detrained into the environment randomly without preferred spots. See the caption of Fig. 1 for the meaning of each variable.
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computes a single-phase (no separate liquid and ice

phases) cumulus fraction for both deep and shallow

cumulus. From the viewpoint of subgrid turbulence dy-

namics, stratus is the saturated portion of local sym-

metric turbulent eddies, while cumulus is the saturated

portion of nonlocal asymmetric turbulent updraft eddies

(Park 2014a).

1) DEEP CUMULUS

With a set of thermodynamic properties of source air

estimated from the grid-mean values at the level of

maximum moist static energy (z
*
) and surface fluxes,

a deep convective updraft plume rises from z
*
with

a specified lateral entrainment rate if the dilute CAPE [a

vertical integral of updraft buoyancy from z
*
to the level

of neutral buoyancy (LNB)] computed by assuming

a constant entrainment rate of 1 3 1023m21 is larger

than 70 J kg21. CAM5 computes the deep cumulus

fraction adp using the following empirical formula:

adp5 0:13 ln(11 500Mdp),

adp5max[0,min(adp, 0:6)] , (1)

where Mdp is net updraft mass flux of a deep convective

plume (in units of kgm22 s21) and the two coefficients

0.1 and 500 are tunable parameters.

Deep cumulus below the lifting condensation level

(LCL) is empty (i.e., in-cumulus condensate q̂c,dp [
q̂l,dp 1 q̂i,dp 5 0 but Adp . 0). Some of q̂c,dp generated

above the LCL is precipitated out at a rate of

Pdp 5 c0q̂c,dpMdp, where c0 is a fractional autoconversion

efficiency of cumulus condensate into convective pre-

cipitation specified differently over ocean (c0,ocn5 4.53
1022m21) and land (c0,lnd 5 5.9 3 1023m21) to crudely

account for higher aerosol concentration and smaller

droplet radius over land than over the ocean. The ice

fraction (fdp,i) of q̂c,dp for convective dynamics within the

deep convection scheme is set to 0, except for the dilute

CAPE computation, which assumes fdp,i 5 0 (1) if in-

cumulus temperature is larger (smaller) than 273.15K.

For radiative treatment of in-cumulus condensate, we

assume fdp,i 5 fst,i but fdp,i 5 0 if no stratus exists in the

same layer. For detrained convective condensate, we

assume fdp,i 5 0 (1) if T. 268:15K (, 238:15K) with

a ramping function between the two temperature

ranges.

For radiative treatment, CAM5 assumes in-cumulus

condensate has the same droplet radius and size distri-

bution parameters as in-stratus condensate in the same

layer. If stratus does not exist in the same layer, CAM5

specifies an effective diameter of 50mm for cumulus ice

crystals and shape and slope parameters of a gamma

distribution of 5.3 and (5.3 1 1)/25mm21 for cumulus

liquid droplets, respectively. For detrained cumulus

condensate, the effective volume radius is set to 8 (25)mm

for liquid droplets (ice crystals) at all heights.

2) SHALLOW CUMULUS

A shallow convective updraft plume rises from the

PBL top with lateral entrainment and detrainment rates

inversely proportional to the geometric height. Since it is

a dynamic plume model, the CAM5 shallow convection

scheme computes the vertical velocity (ŵsh) as well as

the mass flux (Msh) of a single ensemble-mean convec-

tive updraft plume. The shallow cumulus fraction ash is

computed usingMsh and ŵsh from the LCL (or the PBL

top if the LCL is within the PBL) to the cumulus top

where ŵsh 5 0,

ash 5 2

0
@Msh

rŵsh

1
A, ash 5max[0,min(ash, 0:2)] , (2)

where r is air density. Similar to the CAPE closure used

in the deep convection scheme, the CIN closure used in

the shallow convection scheme is designed to simulate

only the positively buoyant convective updrafts growing

above the LFC.Wemultiply by a factor of 2 in Eq. (2) to

account for negatively buoyant as well as positively

buoyant saturated convective updrafts.

In contrast to deep cumulus, there is no empty shallow

cumulus since ash is computed from the LCL. If

q̂c,sh . 0:7 g kg21, the excessive in-cumulus condensate

(q̂c,ex 5 q̂c,sh 2 0:7) is assumed to precipitate out. The ice

fraction (fsh,i) of q̂c,sh for convective dynamics within the

shallow convection scheme is assumed 0 (1) if in-cumulus

temperature is higher (lower) than 268 (248)K with

a ramping function between the limits. For radiative

treatment of in-cumulus and detrained cumulus con-

densates, we set fsh,i 5 fdp,i.

The droplet size distributions of in-cloud and

detrained shallow cumulus condensates are specified in

the same way as deep cumulus, except for the use of 10

(50) mm as the effective volume radius of detrained

shallow cumulus liquid droplets (ice crystals).

b. Stratus

Both CAM3 and CAM4 diagnosed a single-phase

stratus fraction (ast) as a quadratic function of grid-mean

RH u. However, the CAM5 stratus macrophysics

scheme diagnoses separate liquid and ice stratus frac-

tions (al,st, ai,st) using grid-mean RH over water (ul [
qy/qs,w, where qy is the grid-mean water vapor specific

humidity and qs,w is the grid-mean saturation specific

humidity over water) and grid-mean total iceRHover ice
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[yi [ (qy 1 qi)/qs,i, where qs,i is the grid-mean saturation

specific humidity over ice], respectively. Except for

computing ul and yi, grid-mean temperature T is not

explicitly used in diagnosing al,st and ai,st. Ideally, all

subsequent physics parameterizations should be sepa-

rately applied to liquid, ice, and mixed-phase stratus.

However, CAM5 uniformly distributes ql,st and qi,st over

the single ast, which is computed by assuming maximum

horizontal overlap between al,st and ai,st [i.e., ast 5 max

(al,st, ai,st)], and all subsequent physics parameteriza-

tions (e.g., aerosol activation and nucleation, stratus

microphysics, wet deposition of aerosols, radiation,

aerosol conversion, subgrid vertical transport by moist

turbulence, and deep and shallow convection) are op-

erating on a single ast. The CAM5 stratus macrophysics

scheme also computes the grid-mean net condensation

rate of water vapor into liquid stratus condensate (Ql)

and associated changes of T. A focus on internal con-

sistency between the diagnosed stratus fraction and

prognosed stratus condensate guarantees that both liq-

uid and ice stratus are neither empty nor dense at the

end of stratus macrophysics. However, since subsequent

stratus microphysics can completely deplete all ql,st
and qi,st into precipitation, stratus could become

empty after stratus microphysics. CAM5 does not

perform any additional procedure to remove empty

stratus (e.g., recomputation of stratus fraction or

a consistency-imposing procedure after stratiform

microphysics) until it is handled by stratus macro-

physics at the next time step. The following sub-

sections provide details of how CAM5 computes cloud

fraction, condensate amount, and the droplet radius of

liquid and ice stratus before being supplied to the radia-

tion scheme.

1) LIQUID STRATUS

CAM5 diagnoses al,st based on the assumption that

the subgrid distribution of total liquid RH yl follows

a triangular probability density function (PDF), where

yl [qt,l/qs,w: qt,l is the total liquid specific humidity (5qy
1 ql) and qs,w is grid-mean saturation specific humidity

over water. Then al,st becomes a unique function of grid-

meanRHover water, ul (see appendixA for derivation),

al,st 5

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

1, if ul $ ûl ,

12

2
4 3ffiffiffi

2
p
0
@ ûl 2 ul
ûl 2 ucl

1
A
3
52/3, if

1

6
(5ûl 1 ucl)# ul # ûl ,

4 cos

2
41
3

8<
:arccos

2
4 3

2
ffiffiffi
2

p
0
@ul 2 ucl
ûl 2 ucl

1
A
3
52 2p

9=
;
3
52, if ucl# ul #

1

6
(5 � ûl 1 ucl) ,

0, if ul # ucl ,

(3)

where ûl 5 1 is in-cloud RH over water within al,st,

ucl 5 ûl 2Dyl is a critical RH at which liquid stratus al,st
starts to form, and Dyl is the half-width of the triangular

distribution. The quantity al,st can also be formulated as

a function of yl instead of ul [Eq. (A2)]. In order for

Eq. (3) to be applicable in any GCM grid size as a scale-

adaptive parameterization, Dyl should be internally

computed rather than externally specified, by consider-

ing all sources of subgrid variability (e.g., local sym-

metric turbulence, detrained convective air, subgrid

mesoscale organized flows, gravity waves, and surface

inhomogeneity). However, CAM5 uses ucl as a tuning

parameter depending on geometric height and surface

properties with ucl 5 0.89 in the layers below 700 hPa

(low-level stratus) but ucl 5 0.79 over land if water-

equivalent snow depth is less than 1026m (a crude pa-

rameterization to represent larger subgrid variability

over a rougher surface in the lower troposphere), ucl 5
0.80 in the layers above 400 hPa (high-level stratus), and

a linearly interpolated ucl is used between the two

heights (midlevel stratus).

In principle, both al,st and Ql can be diagnosed in

a consistent way from the triangular PDF. However,

CAM5 uses a separate prognostic condensation scheme

to compute Ql. Two sufficient and necessary assump-

tions used for computing Ql in CAM5 are 1) RH over

water within liquid stratus is always 1 (ûl 5 1) and

2) liquid stratus condensate does not exist outside of

al,st (~ql 5 0, where the tilde denotes the region outside of

al,st), which together will be called saturation equilib-

rium. Whenever any layer is perturbed from the satu-

ration equilibrium state by external forcings (e.g.,

radiative cooling or grid-scale advection of water vapor

or liquid water), CAM5 tries to restore the saturation

6826 JOURNAL OF CL IMATE VOLUME 27



equilibrium state and Ql is a consequence of this satu-

ration equilibrium adjustment, as detailed in appendix

A. The separate computations of diagnostic al,st and

prognostic Ql can cause inconsistency between al,st and

q̂l,st, such as empty stratus (i.e., al,st . 0 but q̂l,st 5 0)

or dense stratus (i.e., very large q̂l,st). Imposing consis-

tency between al,st and q̂l,st is very important in the

process-splitting CAM5, since subsequent stratus mi-

crophysics, wet deposition of aerosols, radiation, and

moist turbulence schemes require consistent inputs (see

Fig. 1). CAM5 is carefully designed to remove in-

consistencies (detailed in appendix A) by 1) computing

Ql using saturation equilibrium state variables at the end

of the previous time step’s stratus macrophysics, 2)

computing a single al,st at each time step using the up-

dated saturation equilibrium state at the end of the

current time step’s stratus macrophysics, and 3) per-

forming corrective pseudo condensation-evaporation to

ensure q̂l,st,min 5 23 1024 , q̂l,st , q̂l,st,max 5 3 g kg21 at

the end of stratus macrophysics.

Once consistent values of al,st and q̂l,st are generated

by stratus macrophysics, subsequent aerosol activation

and stratus microphysics schemes perform conversion

processes from aerosols to cloud condensation nuclei

(CCN) and from cloud condensate to precipitation as

described inLiu et al. (2012) andMorrison andGettelman

(2008), respectively. The CAM5 moist turbulence and

grid-scale advection schemes treat all prognostic grid-

mean tracers (including water constituents, qy 5 qy,st,

ql 5 ql,st, and qi 5 qi,st) as conservative scalars without

phase changes during transport. The associated phase

change of transported ql (i.e., Ql) is handled by stratus

macrophysics using saturation equilibrium constraints at

the next time step. The deep convection scheme can

increase ql,st by detraining some in-cumulus condensate

in the layers from the level of minimum grid-meanmoist

static energy in the middle and upper troposphere to the

cumulus top. The shallow convection scheme can also

change ql,st by detraining some in-cumulus condensate

in the layers between cumulus base and cumulus top,

with additional influence by compensating subsidence.

CAM5 prognoses the number concentrations (nl,st,

ni,st) as well as the mass (ql,st, qi,st) of stratus liquid

droplets and ice crystals. IfQl . 0, stratus macrophysics

does not change nl,st (because of the assumption that

condensation occurs on the existing cloud droplets);

however, if Ql , 0, nl,st is reduced in proportion to the

decrease of ql,st [i.e., Dnl,st 5QlDt(nl,st/ql,st)], which en-

sures nl,st 5 0 if ql,st 5 0 at the end of stratus macro-

physics. IfQl . 0 in the initially clear layer, the updated

ql,st . 0 while nl,st 5 0. No adjustment is made to impose

consistency for this case, since the following aerosol ac-

tivation routine generates nl,st. Subgrid vertical transport

of nl,st by local symmetric turbulent eddies is performed

after stratus macrophysics, in conjunction with vertical

transport of aerosols and activation of transported

aerosols into CCN using an explicit diffusion solver with

the implicit eddy diffusivities computed from the moist

turbulence scheme at the previous time step (Fig. 1).

The deep convection scheme can increase nl,st by de-

training some in-cumulus condensate with a specified

effective volume radius of 8mm. The shallow convection

scheme can also change nl,st by detraining some in-

cumulus condensate with a specified effective volume

radius of 10mm, with additional changes by compen-

sating subsidence. The grid-scale advection scheme

transports nl,st in the same way as the other grid-mean

water constituents and aerosol species, by treating each

transported species as an independent conservative

scalar, without further attempt to impose consistency

among species (e.g., ql and nl) after transport.

2) ICE STRATUS

CAM5 diagnoses the ice stratus fraction ai,st as

a quadratic function of grid-mean total ice RH over ice,

yi [qt,i/qs,i, where qt,i 5 qy 1 qi is the grid-mean total ice

specific humidity and qs,i is the grid-mean saturation

specific humidity over ice,

ai,st5

0
@yi 2 uci
ûi 2 uci

1
A2

, (4)

where ûi $ 1 is the in-cloud RH over ice within ai,st and

uci is the critical RH at which ice stratus starts to form.

In contrast to Eq. (3), no direct association exists be-

tween Eq. (4) and the PDF of yi 5 qt,i/qs,i. Supersatu-

ration within ai,st is allowed by setting ûi . 1. CAM5

chooses ûi 5 1:1 and uci 5 0.80, regardless of geometric

height and surface properties. At the end of stratus

macrophysics, CAM5 enforces q̂i,st,min 5 23 1024 ,
q̂i,st , q̂i,st,max 5 5 gkg21 by adjusting ai,st (instead of do-

ing corrective pseudo deposition–sublimation). This re-

moves empty and unrealistically dense ice stratus but

violates Eq. (4) (see appendix A for details).

Rather than using saturation equilibrium constraints

for ice stratus with ûi $ 1, CAM5 computesQi (the grid-

mean net deposition rate of water vapor into ice stratus

condensate) using an explicit process formula. In

mixed-phase stratus,Qi can be positive only after cloud

water from preexisting stratus liquid droplets is com-

pletely transformed into ice crystals by the Bergeron–

Findeisen process. The way that CAM5 prognoses

qi 5 qi,st in various physics and dynamics schemes is

similar to that for ql 5 ql,st described in the previous

section.
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CAM5 prognoses ni 5 ni,st similar to the way that

nl 5 nl,st is updated (described in the previous section),

except that 1) aerosol nucleation into ice crystals is in-

voked, instead of aerosol activation into liquid droplets;

2) specified effective ice volume radii of 25 and 50mm

are assumed for detrained cumulus ice crystals from the

deep and shallow convection schemes, respectively; and

3) the implicit diffusion solver within the moist turbu-

lence scheme is used to perform subgrid vertical trans-

port of ni,st in conjunction with conservative transport

of qi,st.

c. Cloud overlap

Within each grid layer, CAM5 diagnoses four in-

dependent cloud fractions for deep and shallow cumulus

and liquid and ice stratus (0 # adp # 0.6, 0 # ash # 0.2,

0# al,st, and ai,st# 1, respectively) and the associated in-

cloud condensate mass and number concentration (q̂l, q̂i
and n̂l, n̂i). The performance of individual physics

schemes is sensitive to how these clouds are distributed

horizontally and vertically. For example, if al,st and ai,st
are maximally (minimally) overlapped in the horizontal,

Bergeron–Findeisen conversion from stratus liquid

droplets to ice crystals will be maximized (minimized).

Convective condensate detrained into the clear (stratus)

portion of the grid layer will (will not) be evaporated.

Vertical profiles of grid-mean radiative flux, production

and evaporation rates of convective and stratiform

precipitation, and activation and wet deposition of

aerosols are sensitive to the vertical overlapping struc-

ture of clouds. Given that CAM5 prognoses not only ql
and qi but also nl and ni (or equivalently r̂l and r̂i), which

have direct influences on the computation of radiative

flux and the production rate of stratiform precipitation,

appropriate parameterizations of activation and wet

deposition of aerosols become especially important for

reasonable simulation of cloud–climate feedbacks in

CAM5. Hence, the cloud overlap should be carefully

formulated and, if possible, a single cloud overlap

structure should be consistently used for all parame-

terizations. This section describes the horizontal and

vertical overlap structure of clouds in CAM5.

1) HORIZONTAL OVERLAP

CAM5 assumes that 1) adp and ash are nonoverlapped;

2) al,st and ai,st are maximally overlapped and stratus

liquid water content (LWC)–ice water content (IWC)

are uniformly distributed within the single stratus frac-

tion ast 5 max(al,st, ai,st); and 3) stratus only fills the

noncumulus portion within each grid layer. The third

assumption comes from the consideration of distinct

properties of turbulent eddies within cumulus and stra-

tus: a convective updraft grows vertically in a nonlocal

way, so that any stratus in its vertical path will be dis-

placed by the convective updraft. These assumed hori-

zontal overlap structures allow us to compute physical

stratus fractions, which are passed into various physics

schemes and used for numerical computations. If a de-

notes the four cloud fractions computed in Eqs. (1)–(4),

the physical cloud fraction A of each cloud fraction

a becomes

Ash 5 ash # 0:2,

Adp 5 adp # 0:6,

Acu 5Ash 1Adp # 0:8,

Al,st 5 (12Acu)al,st # 1,

Ai,st 5 (12Acu)ai,st# 1,

Ast5max(Al,st,Ai,st)# 1, and

Atot5Ast1Acu# 1, (5)

and we reiterate that ul and yi are the grid-mean RH

averaged over noncumulus areas in each grid layer.

2) VERTICAL OVERLAP

InCAM5, the following physical processesmake use of

the vertical overlap structure of clouds and precipitation

areas: 1) deep and shallow convection schemes to com-

pute evaporation rates of convective precipitation, 2)

aerosol activation, 3) stratiformmicrophysics to compute

production and evaporation rates of stratiform pre-

cipitation, 4) wet scavenging (or deposition) of aerosols by

convective and stratiform precipitation, and 5) the radia-

tion scheme. While the methods used to compute cloud

properties (A, q̂l, q̂i, n̂l, n̂i) and horizontal cloud overlap

structure are substantially revised, vertical overlap struc-

tures of clouds and precipitation areas inCAM5are similar

to those of CAM3 and CAM4 as summarized below:

d For computing evaporation rates of convective pre-

cipitation, the deep and shallow convection schemes

assume that the convective precipitation area is 1.
d The aerosol activation routine assumes a maximum

vertical overlap of Ast between any adjacent layers.
d Stratus microphysics assumes that 1) Ast is maximally

overlapped in the vertical regardless of vertical sepa-

ration distance and 2) the stratiform precipitation area

Ap,st, with nonzero stratiform precipitation flux, is the

maximum Ast in the layers above the current layer:

that is, Ap,st(k) 5 max[Ast(1), Ast(2), . . . , Ast(k 2 1)],

where k 5 1 is the model top layer.
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d Wet scavenging of aerosols consists of two processes:

1) scavenging of activated aerosols within cloud

droplets (i.e., cloud-borne aerosols) by precipitation

production and 2) scavenging of the remaining

nonactivated aerosols (i.e., interstitial aerosols) by

precipitation flux falling into the layer. These two

processes are separately applied for each form of

convective and stratiform precipitation. For the

purpose of wet scavenging of aerosols, CAM5 as-

sumes that 1) the convective precipitation area Ap,cu

is the vertical integral of Acu in the layers above,

weighted by the net production rate of convective

precipitation, with similar computation for the strat-

iform precipitation area, and 2) for computing wet

scavenging of nonactivated aerosols, Ap,cu and Ap,st

are randomly overlapped with clouds in the layer

below. When precipitation is evaporated, some aero-

sols within the precipitation are redeposited into the

atmosphere in proportion to the ratio of the evapora-

tion rate to the precipitation flux falling into the layer.
d Within each grid layer, the CAM5 radiation scheme

sees a single total cloud fraction (Atot) and horizon-

tally homogeneous q̂l,tot and q̂i,tot withinAtot, obtained

by cloud area weighting [q̂l,tot 5 (Ashq̂l,sh 1Adpq̂l,dp 1
Astq̂l,st)/Atot and similarly for q̂i,tot]. Then, by assuming

a maximum–random vertical overlap of Atot, CAM5

generates a set of subcolumns in which the cloud

fraction is either 1 or 0 in each layer. Except for cloud

condensate, all the other tracers and thermodynamic

scalars are assumed to be horizontally homogeneous

within each grid layer. By averaging each subcolumn’s

radiative heating rate, the radiation scheme computes

the grid-mean radiative heating profiles.

In principle, all of the above five processes should use

the same vertical overlap structure of cloud and pre-

cipitation areas. Because of the contrasting nature of the

associated turbulent eddies, cumulus and stratus are likely

to have different vertical cloud overlap: if vertical shear of

the horizontal wind is neglected, cumulus fractions are

likely to bemaximally overlapped over the entire depth of

convective updrafts, while the vertical distance over

which stratus ismaximally overlapped is likely to bemuch

smaller than for the cumulus. We hope to include these

improvements in future versions of CAM.

3. Simulations

Two types of global simulations—1) a stand-alone

simulation forced by the observed climatological sea

surface temperature (SST) and sea ice fraction with an

annual cycle in the year 2000 for 10 yr and 2) a fully

coupled simulation without any flux correction between

atmosphere and underlying surfaces for 156 yr from

1850 to 2005—are performed at a horizontal resolution

of 1.98 latitude 3 2.58 longitude with a model physics

time step Dt 5 1800 s for both CAM5 at L30 (where L

denotes the number of vertical layers) and CAM4 at

L26. The fully coupled models (or simulations) with

CAM5 and CAM4 will be referred to as the Community

Earth System Model, version 1 (CESM1) and the

Community Climate SystemModel, version 4 (CCSM4),

respectively. The detailed configurations of the stand-

alone and fully coupled simulations as well as other

frequently used global simulations [i.e., Atmospheric

Model Intercomparison Project (AMIP) and slab-ocean

model (SOM) simulations] are described in appendix B.

[Except for Figs. 11 and 12, which are from the fully

coupled simulations (note that computation of the sur-

face heat flux feedback parameter in Fig. 12 requires the

fully coupled simulations), we use the stand-alone sim-

ulations for all the analysis in this paper.]

a. CRF

Figure 3 shows CAM5-simulated SW and LW cloud

radiative forcings (CRFs) at the top of atmosphere

(TOA) compared with the Clouds and the Earth’s Ra-

diant Energy Systems Energy Balanced and Filled

(CERES-EBAF; Loeb et al. 2009) satellite observa-

tions. CRF is the difference of net downward radiative

flux between all sky and clear sky, and can be defined at

any height, with positive (negative) CRF indicating that

the cloud warms (cools) the underlying atmosphere and

surface. For references, CAM5-simulated global

annual-mean net downward SW radiation at TOA and

upward LW radiation at the top of the model are 242.2

and 237.7Wm22, respectively.

One important caveat in comparing CAM5-simulated

CRFs with the observations is that CAM5-simulated

CRFs are computed by assuming that all thermodynamic

variables (e.g., water vapor, temperature, and con-

centrations of gases and aerosols), except the mass and

number concentration of cloud condensates are hori-

zontally uniform within each grid layer. This assumption

inevitably overestimates qy,clr (water vapor in the clear

portion that is set to the grid-mean qy in CAM5) as

cloud fraction increases fi.e., Dqy,clr [qCAM5
y,clr 2qOBS

y,clr 5
[a/(12 a)](qy,s 2 qy). 0, where qCAM5

y,clr 5 qy, qOBS
y,clr 5

qy,clr, qy 5 aqy,s 1 (12 a) qy,clr, a is cloud fraction, and qy,

s is saturation specific humidity in the cloudy portiong.
Since water vapor reduces the atmospheric emission

temperature and so increases the amount of net

downwelling LW radiation, CAM5-simulated LW CRF

will be underestimated relative to the observations es-

timated for cloud free pixels, especially in the regions

where clouds are abundant, even if CAM5 perfectly

simulates cloud properties and the vertical overlap of
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FIG. 3. Annual-mean (left) SW and (right) LW CRF at the TOA from (top) CAM5 and (middle) observations (OBS). (bottom) The

difference maps between CAM5 and OBS obtained by converting the CAM5 simulation into the horizontal grid of the observation with

appropriate areaweighting. The area-weighted global-mean value is denoted bymean at the top left of individual plots with corresponding

unit and color scales at the top right and bottom of each plot, respectively. In (bottom), r and rmse at the top of each plot denote global

pattern correlation and root-mean-square error betweenCAM5 andOBS. The observation is the 10-yr climatology of CRF fromCERES-

EBAF (March 2000–February 2010; Loeb et al. 2009). The same global-mean statistics of CRFs at SFC from CAM5 and the ISCCP-

derived surface radiative flux data (January 1984–December 2007: 17 yr; Zhang et al. 2004) are also denoted in the parenthesis at the top of

each plot. Similar plotting rules are used in the following horizontal 2D plots.
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clouds. Ideally, the radiation scheme should handle the

horizontal heterogeneity of qy (and temperature and

concentrations of gases and aerosols, if possible) within

each grid layer.

CAM5-simulated global annual-mean SW CRF at

TOA is 248.8Wm22, which is within the range of

available satellite observations [247.1Wm22 from

CERES-EBAF as shown in Fig. 3c and 254.2Wm22

from the Earth Radiation Budget Experiment (ERBE;

Harrison et al. 1990)]. Overall, CAM5 successfully

captures the observed regional maxima of SW CRFs

over the following three main cloud regimes with

a global pattern correlation r5 0.91 between CAM5 and

observations: 1) the tropical deep convection regime, 2)

subtropical marine stratocumulus decks on the west of

the major continents, and 3) midlatitude oceans. As

shown in Fig. 3e, CAM5 has systematic regional biases

of SW CRF at TOA [root-mean-square error (rmse) 5
14.0Wm22], although they are smaller than the corre-

sponding biases in CAM4 (rmse 5 17Wm22): 1) sub-

stantial overestimation (i.e., more cooling) in the

tropical deep convection regime, especially over the

continents; 2) underestimation over the eastern sub-

tropical oceans downstream of marine stratocumulus

decks and over the portion of midlatitude oceans with

strong meridional SST gradient, where downwind tran-

sition between stratocumulus and cumulus widely oc-

curs; 3) underestimation over the SouthernHemispheric

circumpolar ocean (SHC) poleward of 558Smainly during

December–February (DJF); and 4) underestimation by

more than 20Wm22 over the Arctic during June–August

(JJA; although not so evident in the annualmean). CAM5-

simulated global annual-mean SW CRF at the surface

(SFC) is nearly identical to observations (Dmean 5
20.4Wm22) and the regional bias patterns at SFC are

very similar to those at TOA (not shown).

The CAM5 tuning strategy is to minimize the overall

climate bias score measured by the average time–space

rmse errors of several semi-independent key thermo-

dynamic variables (see Park and Bretherton 2009) while

satisfying a couple of mandatory conditions (global en-

ergy balance at the top of the model and stable coupled

simulation) and improving specific phenomena that are

important for climate research but are not well simulated

(e.g., ENSO and an acceptable magnitude of aerosol

direct and indirect effects). Because CAM5’s physics–

dynamics schemes are not perfect, some aspects such as

SW CRF are inevitably biased under our tuning strategy.

CAM5-simulated global annual-mean LW CRF at

TOA is 22.4Wm22, significantly smaller than the avail-

able observations (26.5Wm22 from CERES-EBAF as

shown in Fig. 3d and 30.4Wm22 for ERBE). A similar

underestimate can be seen in the LW CRF at SFC

(DLWCRFSFC [ LWCRFCAM5
SFC 2 LWCRFOBS

SFC 5
24:5Wm22; DLWCRFTOA 524:0Wm22). Based on

the fact that CAM5 simulates a realistic magnitude of

global annual-mean SWCRF, we speculate that CAM5’s

underestimation of global annual LW CRFs may be

partly due to the setting of qy,clr5 qy in the radiation

scheme. If a correct qy,clr5 (qy 2 aqs)/(12 a) was used,

CAM5-simulated LW CRF would be larger than that

shown in Fig. 3b, especially in regions where the vertical

integral of Dqy,clr is large. One of other contributors that

are probably larger is too high column precipitable water

(which leads to too much clear-sky greenhouse and thus

tends to reduce the LW CRF).

With this caveat in mind, CAM5 overestimates LW

CRF in the tropical deep convection regimes over the

western coast of Central America and the intertropical

convergence zone (ITCZ), the western Indian Ocean,

and Africa. With opposite signs, these regional biases

are roughly consistent with the biases in the SW CRF at

TOA, implying that CAM5 simulates too much (or too

optically thick or too high) upper-level clouds in

the tropical deep convection regimes. The biases of

LW CRF at TOA over the eastern subtropical

stratocumulus-to-cumulus transition regimes and the

SHC ocean are much weaker than the corresponding

biases in SW CRF, implying that CAM5 simulates too

few (or too optically thin) low-level clouds there. In

section 3j, we discuss possible sources of these regional

biases in SW and LWCRFs at the process level. The net

radiative impact of clouds on the global atmospheric

column (not the sum of the atmospheric column and

underlying surface) is a warming, with a global annual

mean of 2.1Wm22 in CAM5 (SW warming 5 4.8; LW

cooling 5 2.7) and 2.9Wm22 from observations (SW

warming 5 6.1; LW cooling 5 3.2).

b. Cloud fraction and cloud condensate amount

SW CRF is a function of cloud fraction and cloud

optical thickness, which in turn is a function of cloud

LWC/IWC and cloud droplet radius. Cloud-top tem-

perature also plays an important role in LW CRF. To

obtain insight into the biases of CAM5-simulated CRFs,

we plot the total cloud fraction (CLDTOT) and column-

integrated LWC (TGCLDLWP; which includes both

stratus and cumulus LWPs) in Fig. 4.

Overall, CAM5-simulated CLDTOT is similar to the

International Satellite Cloud Climatology Project

(ISCCP; Rossow and Schiffer 1991) observations with

a global annual-mean CLDTOT of 63% (observation5
66.8%), r 5 0.94, and rmse 5 10.5%. Both CAM5 and

observations show maximum CLDTOTs in the tropical

deep convection and midlatitude oceans, which project

onto both SW and LW CRFs. However, the maximum
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CLDTOT over the eastern subtropical oceans are pro-

jected only onto SW CRF and not LW CRF, indicating

lower-tropospheric clouds. The maximum CLDTOT in

the Arctic is not evident in either CRF, probably be-

cause the underlying surface (sea ice or snow) is as

reflective as clouds and the typical cloud-top temperature

is comparable to that of the surface. CAM5-simulated

CLDTOT is 1) overestimated over the tropical deep

convection regime, 2) underestimated over the eastern

subtropical oceans downstream ofmarine stratocumulus

FIG. 4. As in Fig. 3, but for the annual-mean (left) CLDTOT and (right) TGCLDLWP. The observations are the 19-yr climatology of

infrared-based total cloud fraction from the ISCCP D2 (July 1983–December 2001; Rossow and Schiffer 1991) and the 12-yr climatology

of column-integrated grid-mean cloud LWC over the ocean from the NVAP (January 1988–December 1999; Randel et al. 1996). The

global-mean statistics are only over the ocean in (d),(f). Note that vertical overlapping assumptions used for computing CLDTOT as well

as the definition of cloud in each layer differ between CAM5 and OBS.
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decks, and 3) overestimated over the polar regions.

These biases exist throughout the year with the first

(second) bias being projected on both CRFs (SWCRF).

Over the Arctic in JJA, CAM5 overestimates CLDTOT

by 15%, but underestimates SWCRF cooling more than

20Wm22 (CAM5-simulated clear-sky surface albedo is

smaller than the observations). Over the SHC ocean

during DJF, CAM5-simulated CLDTOT is similar to

observations, but SW CRF cooling is underestimated

by more than 50Wm22. This indicates that over the

summer Arctic and the SHC ocean, CAM5-simulated

in-cloud condensate is much smaller (or droplet radius is

much larger) than the observations, as is also reflected in

the negative biases of TGCLDLWP in the SHC ocean

(Fig. 4f).

CAM5-simulated global annual-mean TGCLDLWP

is 43.3 gm22 with distinctively high values over tropical

land areas and China. Since TGCLDLWP is a function

of cloud fraction, the global pattern of TGCLDLWP is

roughly similar to CLDTOT, but with larger values in

the midlatitude oceans, where stratus LWP in the lower

and midtroposphere mostly contributes (Figs. 8g and

9h). When averaged over the ocean, CAM5-simulated

TGCLDLWP is only half of the observed 77.5 gm22

from the National Aeronautics and Space Administra-

tion (NASA) Water Vapor Project (NVAP; Randel

et al. 1996). Except near the coasts, CAM5 under-

estimates TGCLDLWP all over the oceans throughout

the year, with pronouncedmaximumnegative biases over

the eastern subtropical oceans and a portion of mid-

latitude oceans where meridional SST gradient is large.

The biases over the subtropical and midlatitude oceans

are consistent with the corresponding biases of CLDTOT

and SW CRF, indicating CAM5 does not generate

enough cloud condensate there. Section 3j will provide

a discussion on the sources of these biases of CLDTOT

and TGCLDLWP.

c. Precipitation rate at the surface

Figure 5 shows the CAM5-simulated annual-mean

total (convective 1 stratiform) precipitation rate at the

surface compared with the Climate Prediction Center

(CPC) Merged Analysis of Precipitation (CMAP; Xie

and Arkin 1996). The observed climatologies and

CAM5 biases of total precipitation rates in DJF and JJA

are shown in the middle and bottom panels of Fig. 6,

respectively.

The CAM5-simulated global annual-mean total pre-

cipitation rate is 3.01mmday21, about 12%–15% larger

than the satellite-derived observational estimates

[2.69mmday21 for CMAP during 1979–98 and

2.61mmday21 for the Global Precipitation Climatology

Project (GPCP; Huffman et al. 2009) during 1979–2003].

Stephens et al. (2012) suggested these satellite estimates

may be biased low, which would reduce most of the

discrepancy. While the overall patterns are similar (r 5
0.93), systematic regional biases can be identified in

CAM5 simulation (and also in the CAM4 simulation):

1) too strong precipitation along the ITCZ extending to

the west coast of Central America, especially in DJF;

2) a double ITCZ over the eastern tropical PacificOcean

south of the equator, especially in DJF; 3) too strong

precipitation over the great mountain areas of the Hi-

malayas (especially in JJA), the Andes (especially in

DJF), and the Rockies; 4) anomalous precipitation over

the desertlike southern portion of theArabian peninsula

in JJA; 5) a meridional shift of the Atlantic ITCZ ex-

tending into Africa; 6) complex regional biases over the

western tropical Pacific warm pool and Indian Ocean

with strong seasonality; and 7) positive biases over the

midlatitude storm track, especially during boreal winter.

The same comparison against the GPCP instead of the

CMAP observation shows similar bias patterns, except

that the positive biases in the tropical (extratropical)

regions are enhanced (reduced) (not shown).

In CAM5, two types of precipitation exist: convec-

tive precipitation (a sum of deep and shallow con-

vective precipitation) generated by single-moment

convective microphysics and stratiform precipitation

generated by double-moment stratiform microphysics.

In this 1.98 latitude 3 2.58 longitude horizontal resolu-

tion simulation, CAM5-simulated precipitation in the

tropics (midlatitude storm track) is mostly convective

(stratiform), with similar contributions from both con-

vective and stratiform precipitation over the Himalayas

and the Andes (top panels of Fig. 6). The global ratio of

the shallow convective precipitation rate to the deep

convective precipitation rate simulated by CAM5 is

about 0.2 (not shown).

d. The frequencies of deep and shallow cumulus

Figure 7 shows the CAM5-simulated annual-mean

frequency of occurrence (FQ) of deep and shallow

cumulus compared with surface observations esti-

mated using the methodology described in Park and

Leovy (2004). The definitions of individual cumulus

FQs from CAM5 and surface observations are given in

the caption of Fig. 7. We repeated the same analysis by

changing the definitions of CAM5-simulated shallow

and deep cumulus (e.g., 0.001 instead of 0.01 as the

threshold of saturated updraft fraction, 880 and

850 hPa instead of 900 hPa as the reference level of

shallow cumulus, and 450 and 350 hPa instead of

400 hPa as the reference level of deep cumulus), but

the results were qualitatively similar to those shown in

Fig. 7.
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FIG. 5. As in Fig. 3, but for the annual-mean precipitation rate at the surface.

The observations are 20-yr climatologies of surface precipitation rates from

CMAP (January 1979–December 1998; Xie and Arkin 1996).
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The global pattern correlations between CAM5 and

observations are r 5 0.64 for deep cumulus FQ and r 5
0.81 for shallow cumulus FQ. CAM5-simulated deep

cumulus is mostly concentrated in the tropics, with

a negative bias over the subtropical trade cumulus re-

gion throughout the year, the northeastern Atlantic and

northwestern Pacific Oceans in DJF, and northern Asia

and the SHmidlatitude ocean during JJA. In the tropical

deep convection regions, CAM5 overestimates deep

cumulus FQ substantially over land during boreal sum-

mer. Some care is needed in the interpretation of these

biases because of differences in the method used to

FIG. 6. (top) CAM5-simulated annual-mean convective and stratiform precipitation rates at the surface; (middle) observed pre-

cipitation rates at the surface from CMAP in DJF and JJA; and (bottom) the difference maps of surface precipitation rates between

CAM5 and OBS in DJF and JJA.
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FIG. 7. As in Fig. 3, but for the annual-mean frequencies of (left) deep cumulus and (right) shallow cumulus (FQ). The observations are

the 53- and 26-yr climatologies of low-cloud FQs over ocean/land at 58 latitude3 58 longitude computed from the Extended Edited Cloud

Report Archive (EECRA; Hahn and Warren 1999). In the case of simulations, deep (shallow) cumulus FQ is defined as the fractional

occurrence of saturated deep (shallow) cumulus with updraft fractional area larger than 0.01 at 400 (900) hPa. The observed deep

(shallow) cumulus FQs are defined as the ratio of the number of observations that reported low-cloud type of CL5 3 or 9 (CL5 1, 2, 4, and

8) to the total number of observations that reported any low-cloud-type information. The method used for computing the observed

climatological FQs of various cloud types from individual surface observations is detailed in Park and Leovy (2004). In (c)–(f), grid boxes

without enough observations to form a reasonable climatology are regarded as missing and denoted with a dot and global-mean statistics

are computed using only the nonmissing grids.
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produce the FQs between the model and observations.

However, from the consistent positive biases of the

tropical CRFs (Fig. 3), we speculate that overly frequent

tropical deep convective frequency in CAM5 may be

real. This may be associated with the assumption that

deep convection occurs whenever CAPE exceeds

a threshold, and the specification of a CAPE relaxation

time scale of t 5 1h (greater than the model integration

time step Dt 5 1800 s), which requires more frequent

convective events to neutralize atmospheric static in-

stability. This aspect should be exploredmore in the future.

Except for some regions of the trade cumulus region

and the SH midlatitude ocean during DJF, CAM5-

simulated shallow cumulus FQ is smaller than the ob-

served estimates with significant negative biases in the

tropical deep convection regimes and over summer

continents (e.g., over the central United States in JJA,

the observed shallow cumulus FQ is about 30% while

CAM5 is less than 10%). This may be an artifact of the

process splitting in CAM5 described in Fig. 1. Because

the deep convection parameterization stabilizes the

column before the shallow convection parameterization

is invoked, shallow convection will occur less often than

it would otherwise. On the other hand, the higher re-

porting priority given to deep cumulus (CL 5 3 and 9)

over shallow cumulus (CL5 1, 2, 4, and 8; see Park and

Leovy 2004) makes the shallow cumulus FQ reported by

surface observers smaller than reality. Since there is no

way to quantify the effects of these two artificial factors

(e.g., process splitting versus reporting priority), we

avoid further interpretation of the negative biases of

shallow cumulus FQ in the tropical convective systems

that usually accompany both deep and shallow cumu-

lus. However, the negative biases of shallow cumulus

FQ over North America during summer may be real,

reflecting that CAM5 fails to capture forced convec-

tion [i.e., convective updrafts that reach the LCL but

not to the level of free convection (LFC)] since both

the CIN closure in the shallow convection scheme and

the CAPE closure in the deep convection scheme are

designed to simulate only the positively buoyant con-

vective updrafts growing above the LFC (i.e., free

convection). In the subtropical trade cumulus regime,

CAM5-simulated shallow cumulus FQ is roughly

similar to observations, even though substantial neg-

ative biases of SW CRF, CLDTOT, and TGCLDLWP

exist there.

e. LWP and IWP from individual cloud types

Within each grid layer, CAM5 generates deep and

shallow cumulus and stratus, which are assumed to oc-

cupy horizontally nonoverlapped regions, each with its

own cloud fraction, in-cloud LWC/IWC and droplet

radius [Eq. (5)]. Figure 8 shows the contribution of each

of these three cloud types to TGCLDLWP (left panels)

and TGCLDIWP (right panels). In this plot, cumulus

LWP/IWP are not the detrained convective condensate

but the in-cumulus condensate within the quasi-steady

convective updraft plumes that are used only for radia-

tion computation, without being advected by grid-mean

flow. In the global annual average, 65% (23% and 12%)

of LWP comes from stratus (deep cumulus and shallow

cumulus) with similar partitioning for IWP (62%, 22%,

and 16%, respectively) but with slightly larger (smaller)

contribution from shallow cumulus (stratus).

In the tropical regions, deep cumulus LWP/IWP over

land are generally larger than over ocean, due partly to

the use of smaller autoconversion efficiency (c0) of deep

cumulus condensate into convective precipitation over

land (c0,lnd 5 0.0059m21 and c0,ocn 5 0.045m21), al-

though this may be also due to the stronger buoyancy

flux over land tied to the diurnal cycle. Some in-cumulus

condensate within deep convective updrafts is detrained

in the layers above the level of minimum grid-mean

moist static energy and becomes a part of stratus con-

densate after evaporation and sublimation. Larger

stratus LWP/IWP over tropical land than ocean partially

reflects the larger amount of detrained deep cumulus

condensate over land. However, very large stratus LWP

over China might also be enhanced with abundant sur-

face aerosol emission that suppresses stratiform pre-

cipitation by reducing the radius of stratus liquid

droplets there. A sensitivity simulation with the pre-

industrial aerosol emission produced smaller LWP than

the simulation with the present-day aerosol emission

over China (not shown).

Although shallow cumulus LWP is small, it is broadly

distributed over subtropical and midlatitude oceans

and exerts radiative impacts. At (208N, 1508W), east of

Hawaii, CAM5-simulated shallow cumulus FQ is at

a maximum (Fig. 7b), and shallow cumulus LWP is

20 gm22, larger than stratus LWP (,10 gm22). Even

with the inclusion of the radiative effects of the cumulus

updrafts, however, CAM5-simulated SWCRF is smaller

than observations (Fig. 3e) in association with negative

biases of CLDTOT and TGCLDLWP there (Figs. 4e,f).

This implies that penetrative entrainment drying at the

cumulus top is stronger than upward moisture transport

from the sea surface, resulting in the dissipation of

overlying stratocumulus. The sensitivity of the CAM5

cloud system to the penetrative entrainment efficiency

will be discussed in section 3j. Shallow cumulus LWP is

also at a maximum on the northern flank of the SST cold

tongue over the eastern equatorial Pacific Ocean.

During August–October along 958W, stratus, shallow

cumulus, and deep cumulus LWP reaches a maximum at
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FIG. 8. CAM5-simulated annual-mean (left) column-integrated LWC and (right) column-integrated IWC from

(a),(b) all types (deep cumulus 1 shallow cumulus 1 stratus) of clouds (TGCLDLWP and TGCLDIWP); (c),(d)

deep cumulus; (e),(f) shallow cumulus; and (g),(h) stratus.
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38, 58, and 78N, respectively, in response to the changes

of PBL structures in the vicinity of the SST cold tongue

and grid-mean vertical velocity.

In the extratropical regions, most TGCLDLWP comes

from stratus with some contribution from shallow cu-

mulus. Along the midlatitude oceanic storm track during

boreal winter, shallow cumulus IWP is as large as stratus

IWP, indicating the importance of convective updrafts in

postfrontal cold air outbreaks. The CAPE closure that is

mainly designed for simulating tropical deep convection

inhibits the triggering of frontal deep convection in the

midlatitude regions (Fig. 7a); therefore, the shallow

convection scheme is active instead.

f. Zonal-mean cross sections of cloud properties

Figure 9 shows CAM5-simulated zonal-mean cross

sections of in-cloud (with hat) and grid-mean (with

overbar) LWC (q̂l and ql in the first and third rows) and

IWC (q̂i and qi in the second and fourth rows) of cu-

mulus (left column), stratus (center column) and total

cloud (right column) with corresponding cloud fractions

(Acu, Ast, and Atot). Figure 10 also shows ql and qi from

shallow and deep cumulus (left column) and effective

radius (r̂l,st, r̂i,st) and number concentrations (n̂l,st, n̂i,st)

of in-stratus liquid droplets and ice crystals (right col-

umn) with corresponding cloud fractions (Ash,Adp,Al,st,

andAi,st). All the in-cloud variables denoted by a hat are

obtained by averaging only the cases when the corre-

sponding cloud is present.

CAM5-simulated annual zonal-mean q̂l,cu and q̂i,cu
(q̂l,st and q̂i,st) are less than 0.4 (0.5 and 0.05) g kg21.

CAM5’s shallow convection and stratiformmacrophysics

schemes are constructed in such a way that q̂l,sh 1 q̂i,sh
(q̂l,st and q̂i,st) is smaller than an upper bound of 0.7 (3.0

and 5.0) g kg21. In the tropical middle and upper tropo-

sphere, CAM5-simulated q̂i,cu is less than 0.1 gkg21,

much smaller than observed values of;1 gkg21 (Prabha

et al. 2011) averaged across deep cumulus. Given that

CAM5-simulated deep convective activity occurs too

frequently (Fig. 7e) and the empirical Eq. (1) diagnoses

a somewhat large deep cumulus fraction (e.g., adp; 0.2 if

Mdp 5 0.01kg s21m22), CAM5’s tuning effort to reduce

q̂i,cu by enhancing the autoconversion efficiency c0 was an

inevitable choice necessary to simulate reasonable values

for the overall time-mean radiative and hydrological ef-

fects of deep convection. Future deep convection

schemes should be constructed to produce a more re-

alistic occurrence of convective frequency, adp, and q̂i,cu in

a more consistent way with a built-in feedback among

them and without needing obvious compensating errors

to match the climatology.

The composite cloud properties provided to the ra-

diation scheme are shown in Figs. 9c,f (Atot5Acu1Ast,

q̂l,tot 5 (Acuq̂l,cu 1Astq̂l,st)/Atot, and similarly for q̂i,tot).

In this way, CAM5 takes into account the radiative ef-

fects of cumulus as well as stratus, even though in-

cumulus thermodynamic content is not transported by

the grid-mean advection scheme. However, CAM5’s use

of a single set of cloud variables for the radiation

transfer computation will inevitably overestimate grid-

mean radiative impacts of clouds, since cloud reflectivity

r (or emissivity � for LW radiation) is a nonlinear func-

tion of optical thickness: that is, r5 12 exp(2t) where

t5 krairq̂lDz is cloud optical thickness, k is the extinction
cross section, rair is air density, and Dz is cloud thickness.

As an example, if cumulus and stratus coexist in a single

transparent layer with the properties Acu 5 Ast 5 0.1,

q̂l,cu 5 0:1 g kg21, q̂l,st5 0:5 g kg21, k 5 90m2kg21, Dz 5
100m, and rair 5 1 kgm23, then CAM5-simulated grid-

mean reflectivity is rCAM5 5 0:19, larger than the

r5 0:16 computed by taking individual cumulus and

stratus into account. Future radiation schemes should be

able to handle individual cloud types in each layer. In-

homogeneity of q̂l and q̂i within individual cloud types is

also a part of this problem. An inhomogeneity factor

reducing the q̂l and q̂i passed to the radiation scheme is

perhaps the most reasonable way to deal with this.

Cumulus exists in a wide range of regions from the

tropics to the midlatitudes and from the lower to the

upper troposphere (Figs. 9g,j). In the tropics, deep

convection grows up to the upper troposphere and sta-

bilizes the atmospheric column, which inhibits shallow

cumulus growing above;800hPa in the process-splitting

CAM5 (Fig. 10a). In the midlatitudes where CAM5-

simulated deep convective activity is weak, however,

shallow cumulus grows up to ;600 hPa and contributes

more than 50% of the qi,tot there (Figs. 10c and 9l).

Most of the CAM5-simulated qi,st is distributed in the

midlatitude storm track throughout the whole tropo-

sphere, especially during boreal winter, and also in the

tropical–subtropical upper troposphere in all seasons,

with a maximum value of 0.01 g kg21 at 250 hPa near the

northern equator. In the lower troposphere of the mid-

latitude storm track, maximum qi,sh is collocated with

the maximum qi,st (Figs. 9k and 10c), implying that some

of qi,st is generated from the detrained condensate from

shallow cumulus, and the other portion of qi,st comes

from the freezing of ql,st (Figs. 9h,k). The deep cumulus

top is located just below the maximum qi,st in the tropics

(Figs. 9k and 10g), implying that detrained deep cumu-

lus condensate is a major source of qi,st in the upper

troposphere.

CAM5 simulates a maximum ql,st at 875 hPa along

458N/S (Fig. 9h), with a lower maximum ql,st in the

subtropics where marine stratocumulus decks exist on

the western side of the major continents (Fig. 8g) and in
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FIG. 9. CAM5-simulated annual zonal-mean cross sections of cloud condensates (color shading) and cloud

fractions (solid lines) from (left) cumulus (Acu), (center) stratus (Ast), and (right) cumulus 1 stratus (Atot,).

Shown are in-cloud (a)–(c) liquid and (d)–(f) ice condensates and grid-mean (g)–(i) liquid and (j)–(l) ice con-

densates. In (a)–(f), white color denotes the area without corresponding clouds.
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FIG. 10. CAM5-simulated annual zonal-mean cross sections of (left)

grid-mean LWC and IWC from shallow and deep cumulus (color shading)

and (right) effective radius and number concentrations of stratus liquid

droplets and ice crystals (color shading). In each plot, cloud fraction—

(a),(c) Ash; (e),(g) Adp; (b),(f) Al,st; and (d),(h) Ai,st— is overlaid as solid

lines. In (right), white color denotes the areawithout corresponding clouds.
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the tropics, where ql,st in the maritime continents is

very high and additional stratocumulus decks exist over

the SST warm frontal region to the north of the SST

cold tongue in the eastern equatorial Pacific Ocean

(Fig. 8g). In the midlatitudes, nonzero ql,st extends

down to the surface especially during JJA in the

Northern Hemisphere (NH), indicating the existence

of advection fog (see Fig. 11d).

As expected fromEq. (3), the pattern ofAl,st (Fig. 10b)

is similar to the pattern of grid-meanRH (not shown), but

the pattern of Ai,st (Fig. 10d) more closely resembles qi,st
than the grid-mean RH [Fig. 9k and Eq. (4)]. Near the

surface in the Arctic, Ai,st during DJF (Al,st during JJA)

reaches up to 0.6 (0.35) but the corresponding q̂i,st is very

small (Figs. 9b,e).

In the entire globe, r̂i,st is much larger than r̂l,st. While

r̂i,st decreases with the height and the latitude, r̂l,st shows

maxima in the midtroposphere and over the Arctic. The

Northern Hemispheric n̂l,st is much larger than that in

the Southern Hemisphere, with maximum values over

160 cm23 in the subtropical and midlatitude lower tro-

posphere extending up to the midtroposphere, which is

roughly similar to the satellite estimates (Bennartz

2007). This demonstrates the indirect effects of conti-

nental and anthropogenic aerosols emitted from in-

dustrialized areas, which are propagated downstream

and poleward and upward in height by the midlatitude

westerly jet and synoptic storm track. On the other

hand, CAM5 simulates maximum n̂i,st in the tropical

upper troposphere (0.1 cm23) and in the midlatitude

regions at ;700 hPa during boreal winter (0.2–

0.3 cm23), where shallow cumulus detrains its LWC

(IWC)with a specifiedeffective volume radius of 10(50)mm

(see Fig. 10c). The interhemispheric contrast of n̂i,st is

much weaker than n̂l,st.

From the above analysis, the CAM5-simulated cloud

systems can be grouped into the following six categories:

1) deep cumulus mainly in the tropics; 2) shallow cu-

mulus between the tropics/subtropics and the midlatitude

regions; 3) thick stratus in the midlatitude storm track

throughout thewhole troposphere, especially during boreal

winter; 4) cirrus in the tropical–extratropical upper tropo-

sphere; 5) marine stratocumulus over the midlatitude

oceans, eastern subtropical oceans on the west of themajor

continents, and the northern flank of the SST front in the

eastern equatorial Pacific Ocean; and 6) optically thin

Arctic low-level clouds. These cloud features are in fact

quite similar to what is observed in nature.

g. PBL top height, fog, and low-cloud amount

Figure 11 shows CESM1 and CCSM4-simulated PBL

top heights and the amount of fog during JJA. Low-cloud

amount (LCA) is plotted as solid lines on the left panel of

Fig. 12. CAM5/CAM4 produced similar results as the

ones from CESM1/CCSM4 (not shown). In the sub-

tropical stratocumulus decks west of the major conti-

nents, CESM1 simulates a much deeper PBL than

CCSM4. This deepening feature extends westward into

the midlatitude oceans including the 608S latitude band

and also into the SST frontal region over the eastern

equatorial Pacific Ocean, although it is offset by other

factors that force CESM1 to simulate a shallower PBL

than the CCSM4 (e.g., in contrast to CAM3/CAM4,

CAM5 uses turbulent mountain stress that may decrease

surface wind speed and the PBL top height; as detailed

in the caption of Fig. 11, in defining PBL top height,

1) CAM4 uses 0.3 while CAM5 uses the more strict value

of 0.19 for the critical Richardson number; 2) CAM4

imposes a certain minimum PBL top height while CAM5

does not; and 3) in cases of decoupling, the CAM5 PBL

top height is defined as the top interface of surface-based

convective layers). The deeper PBL in CESM1 over the

marine stratocumulus deck is partly due to strong cloud-

top entrainment driven by cloud-top radiative cooling

that is explicitly incorporated into the computation of

buoyancy production at the PBL top. Strong entrainment

at the PBL top dries the PBL by bringing warmer and

drier free air into the PBL.

The drier air in the lower PBL in CESM1 is clearly

reflected in the simulated fog amount in Fig. 11. During

JJA, observations show the maximum fog amount on

the northwestern flank of the subtropical high where

warm and moist air is advected over the cold ocean

across the SST front, forming advection fog. CCSM4

roughly captures the spatial distribution of observed fog

but the magnitude is much larger than the observations,

with anomalous fog over the subtropical stratocumulus

decks west of the major continents, over the south-

western Arabian Sea and over the SST cold tongue

along the equator in the eastern equatorial Pacific

Ocean. CESM1 does a much better job: the fog amount

over the northwestern flank of the subtropical high is

smaller than in CCSM4, and anomalous fog over the

subtropical stratocumulus decks and western Arabian

Sea has completely disappeared, with better simulation

along the SST cold tongue. This improvement in

CESM1 is due to enhanced turbulent mixing and drying

of the lower PBL, as a result of the simulation of cloud–

radiation–turbulence interactions in CAM5.

Over some portions of the Antarctic sea ice area

during JJA (e.g., at around 1808 and 508W along 758S),
however, CESM1 simulates more fog than CCSM4. We

speculate that the changes of the horizontal advection,

synoptic storm activity, and surface wind speed may be

responsible for this increase of fog from CCSM4 to

CESM1 during boreal winter.
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FIG. 11. (left) Diagnostic PBLH in JJA from (top) CESM1, (bottom) CCSM4, and (middle) CESM1minus CCSM4. (right) Fog amount

in JJA from (top) CESM1, (bottom) CCSM4, and (middle) EECRA observations. Simulated fog amount is defined as Atot in the lowest

model layer located at z5 67m over the ocean. Observed fog amount is defined as total cloud fraction when surface observer reported fog

[ww 5 10–12 and 40–49 where ww is a present weather code defined from WMO (1975)]. In CAM4, PBLH is defined as the lowest

interpolated height, where the dry bulk Richardson number computed upward from the lowest model layer is larger than 0.3, with

additional adjustment if surface buoyancy flux (Bs) is positive. A minimum value of 700 3 u
*
meters (u

*
is surface frictional velocity) is

imposed on the diagnosed PBLH. In CAM5, if Bs , 0 (Bs . 0), PBLH is defined as zH, the layer midpoint height just below the lowest

model interface (as the height of the lowestmodel interface) where themoist gradientRichardson number is.0.19.WhenBs. 0, PBLH is

allowed to rise into the next model interface as detailed in Bretherton and Park (2009). No minimum value is imposed on the diagnosed

PBLH in CAM5 but by construction PBLH is always larger than the midpoint height of the lowest model layer.
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h. Lower-tropospheric stability versus LCA

Because of the explicit parameterization of cloud–

radiation–turbulence interaction, CESM1 does not need

a separate parameterization for stability-based stratus

fraction. However, if the simulated cloud–radiation–

turbulence interactions are realistic, CESM1 should be

able to reproduce the observed relationship between

lower-tropospheric stability (LTS; LTS [ u700hPa 2
u1000hPa) and stratus fraction (Klein and Hartmann

1993) that was built into CCSM4.

Figure 12 shows the interannual correlation co-

efficient between LTS and LCA from the observations,

CESM1, and CCSM4 during JJA. For comparison, cli-

matological LCA from the observations and individual

simulations is also plotted as solid lines in each figure.

Observations show a maximum in LCA over the sub-

tropical stratocumulus decks west of the major conti-

nents, midlatitude oceans, SST front in the eastern

equatorial Pacific Ocean, and the Arctic. CCSM4 cap-

tures the observed maxima of LCA partly with the help

of the stability-based stratus fraction. Even without the

stability-based stratus, however, CESM1 successfully

simulates the observed LCA maxima over the afore-

mentioned areas, including the local minimum LCA

along the equator slightly north of the SST cold tongue

in the eastern equatorial Pacific Ocean.

Observations also show significant positive correla-

tion between LTS and LCA over the subtropical stra-

tocumulus decks, over midlatitude oceans in the NH,

and in the vicinity of the SST cold tongue in the eastern

equatorial Pacific Ocean. By construction, CCSM4 simu-

lates a strong positive correlation between LTS and LCA.

Without stability-based stratus, CESM1 successfully cap-

tures the observed significant positive correlations. This

figure demonstrates that the cloud–radiation–turbulence

interactions simulated in CESM1 realistically reproduce

complex feedback processes that control the observed

positive relationship between LTS and LCA over the

marine stratocumulus decks. However, simulated positive

correlations are generally stronger and more ubiquitous

than the observations, especially over the tropics and the

major continents. This implies possible model de-

ficiencies, although sampling noise in the relatively sparse

observations may contribute to this difference. Both

CCSM4 and CESM1 simulate significant negative corre-

lations over the Arctic and Antarctic, with stronger neg-

ative correlation in CESM1 over the Arctic in summer.

i. Radiative feedback of marine stratocumulus at
the surface

Marine stratocumulus (MSC) reflects incoming solar

radiation and cools the underlying sea surface. In turn,

cold SST favors the formation of MSC by increasing the

degree of vertical coupling of thermodynamic variables

within the PBL. During the tuning process of CAM5–

CESM1, we found that a version of CAM5 with exces-

sive SW CRF over the North Pacific Ocean would drift

toward very cold SSTs after dynamical ocean coupling,

even though fixed SST simulations produced a good

global energy balance at TOA. This drift in the coupled

system was eventually solved by retuning CAM5 to

produce closer agreement with the observed SW CRF

over the North Pacific Ocean. Correct simulation of fu-

ture climate critically depends on how the model accu-

rately simulates the positive feedback between SST and

MSC (Bodas-Salcedo et al. 2012; Williams et al. 2013).

Park et al. (2005) quantitatively estimated the strength

of this positiveMSC–SST feedback by computing surface

heat flux feedback (i.e., the response of surface heat flux

to sea surface temperature anomalies) using the observed

monthly SST and the surface radiative flux dataset. They

showed that positive MSC–SST feedback is strong along

the SST gradient zone over the subtropical and mid-

latitude oceans where the transition between stratocu-

mulus and cumulus occurs. Using a stochastically forced

ocean mixed layer model, Park et al. (2006) also showed

that positive MSC–SST feedback can substantially en-

hance the persistence of SST anomalies during late spring

and early summer over the North Pacific Ocean.

The right panels of Fig. 12 show surface SW radiative

feedback during JJA estimated following the method-

ology of Park et al. (2005) to produce observed and

model estimates. With a change in sign, the surface SW

radiative feedbackmeasures howmuch net downwelling

SW radiation at the surface changes when the un-

derlying SST increases by 1K.Observations show strong

positive SW feedback along the SST gradient zone in the

midlatitudes and eastern subtropical Pacific Ocean in

association with the transition of stratocumulus to cu-

mulus when the underlying SST increases. The maxi-

mummagnitude of SW radiative feedback at the surface

amounts to 40Wm22K21 over the northwestern flank

of the Namibian stratocumulus deck during September–

November (SON; not shown). Both CCSM4 and

CESM1 reproduce the observed SW radiative feedback.

The success of CCSM4, mainly due to the empirical

parameterization for stability-based stratus fraction, is

somewhat surprising since CAM3/CAM4 do not gener-

ate in-cloud condensate within the stability-based stratus.

Without the stability-based stratus, CESM1 successfully

reproduces the observed positive MSC–SST feedback at

the right location and magnitude, because of the explicit

parameterization of cloud–radiation–turbulence inter-

actions. Strong positive feedback over the summer Arctic,

both in CESM1 and CCSM4, reflects the melting of sea ice
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FIG. 12. (left) Interannual correlation coefficient (r) between LTS (u700hPa 2 u1000hPa) and LCA. (right) Surface heat flux feedback

parameter for SW radiation (lSW) computed from (top) CESM1, (middle) observations, and (bottom) CCSM4 in JJA. Climatological

LCA during JJA is overlaid as solid lines in each plot. Simulated r is computed using 156 yr (January 1850–December 2005) of detrended

monthly output from twentieth-century coupled simulations while observed LCA and LTS are from the detrended 53 (ocean) and 26 yr

(land) of EECRA surface observations and detrended National Centers for Environmental Prediction–National Center for Atmospheric

Research (NCEP–NCAR) reanalysis product (Kalnay et al. 1996), respectively. Only the grid boxes with statistically significant r at the

95% confidence level from the two-sided t test (assuming independent samples) are shaded either by red or blue colors. The lSW is

estimated using the lagged covariance between monthly SST anomalies and net upwelling SW radiative flux anomalies at the surface,

following Park et al. (2005). Physically, negative (positive) lSW indicates the increase (decrease) of net downwelling SW radiative flux at

the surface when underlying SST increases by 1K, implying positive (negative) feedback between the surface temperature and net

downwelling SW radiative flux at the surface. The grid boxes with yellow shading denote the area with statistically nonsignificant monthly

persistency of underlying surface temperature, so no feedback estimation is performed there.
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and the decrease of clear-sky surface albedo in association

with the increase of surface temperature, rather than the

effects of clouds which are optically thin there.

j. Sensitivity of the cloud system to key uncertain
parameters

This section provides insight into the sensitivity of

CAM5-simulated clouds to several key parameters that

were optimized during the tuning process, rather than

being strictly constrained against observations. Figures 13

and 14 show the changes of SW CRF at TOA (color

in Fig. 13), LW CRF at TOA (line in Fig. 13), con-

densate water path (CWP; CWP 5 TGCLDLWP 1
TGCLDIWP; color in Fig. 14), and CLDTOT (line in

Fig. 14) from the control simulation when individual

parameter values are perturbed from the CAM5 default

value as indicated at the top of each figure. The physical

meaning of each of the eight parameters is as follows: a2l
is the evaporative enhancement factor of entrainment

rate at the top of cloud-topped convective layers

(Fig. 13a); rpen is the penetrative entrainment efficiency

at the top of shallow convective updraft (Fig. 13b); co is

the autoconversion efficiency of deep convective con-

densate into precipitation (Fig. 13c); qi,st,min is the

minimum in-stratus IWC that stratus can hold (Fig. 13d);

Rdet,dp is the effective radius of detrained deep con-

vective condensate (Fig. 13e); Rdet,sh is the effective

radius of detrained shallow convective condensate

(Fig. 13f); Dc,s is the critical diameter of ice crystals at

which stratus ice condensate starts to be converted into

snow (Fig. 13g); and wice,max is the maximum subgrid

vertical velocity for the activation of stratus ice nuclei

(Fig. 13h).

If a2l is reduced, the top-of-stratocumulus-topped

PBL becomes moister because of the reduction of en-

trainment warming and drying, resulting in increases of

LCA, TGCLDLWP, and SW CRF cooling over the

subtropical and midlatitude stratocumulus decks over

the ocean (Figs. 13a and 14a). The parameter rpen has

a similar effect to a2l except that the effect of rpen is

stronger in the downstream portion of the subtropical

stratocumulus deck in which shallow cumulus lies un-

derneath stratocumulus (Figs. 13b and 14b). The nega-

tive regional biases of SW CRF (Fig. 3e), CLDTOT

(Fig. 4e), and TGCLDLWP (Fig. 4f) in the eastern

subtropical ocean west of the major continents can be

adjusted by reducing a2l and rpen.

If the production rate of deep convective pre-

cipitation decreases because of the decrease of c0, deep

convective updrafts can hold more in-cumulus con-

densate: some of which is detrained and forms the

stratiform condensate in the tropics, which in turn is

transported into the extratropical regions by the Hadley

circulation and resolved eddy motions, resulting in

substantial increases of CWP, SWCRF cooling, and LW

CRF warming, in both the tropical and extratropical

regions (Figs. 13c and 14c). Some of the negative biases

of TGCLDLWP (Fig. 4f) can be offset by reducing c0,

but the negative bias of SWCRF (Fig. 3e) in the tropical

deep convection regime will be degraded. If qi,st,min in-

creases, CAM5 decreases the fractional amount of op-

tically thin ice stratus without changing the grid-mean

IWC of stratus. The largest decrease in ice stratus frac-

tion can be seen in the tropical upper troposphere and

polar regions, without much change to CWP and CRFs

(Fig. 14d). The positive biases of CLDTOT in the polar

regions (Fig. 4e) can be offset by increasing qi,st,min.

The CAM5 cloud system is surprisingly insensitive to

the specified sizes of detrained deep convective con-

densates. Deep convective condensate is detrained

mostly in the tropics (Figs. 8c,d and 10e,g), where

convective precipitation is dominant over stratiform

precipitation (Figs. 6a,b). In addition, in-cloud LWC/

IWC of deep cumulus in CAM5 is very low because of

the use of a very large autoconversion efficiency (Figs.

9a,d). Thus, the change in Rdet,dp does not have much

impact on the hydrological cycle, CWP (Fig. 14e), and

CRFs (Fig. 13e). In contrast to deep convection, the

size of detrained shallow convective condensate has

a large influence on the midlatitude cloud system. De-

trained shallow convective IWC serves as an important

source of ice stratus IWC in themidlatitudes (Figs. 10c,h),

where stratiform precipitation is dominant over convec-

tive precipitation (Figs. 6a,b). As a result, small Rdet,sh

decreases stratiform precipitation, resulting in an in-

crease of CWP and SW CRF cooling in the midlatitude

storm track. This change would reduce the SWCF bias in

the SH storm track. In fact, smaller Rdet,sh is more com-

parable with the satellite estimates (King et al. 2013).

If Dc,s decreases, more in-stratus IWC can be con-

verted into snow, resulting in a decrease of TGCLDIWP

and the associated ice stratus fraction (Fig. 14g). In the

tropics, both SW and LW CRFs become consistently

weaker, but SW CRF cooling increases in the mid-

latitude storm track, even though CWP decreases there

(Fig. 13g). This is partly due to the increase of diagnostic

snow amount and its radiative impact: CAM5 explicitly

includes the SW radiative effect of snow. If wice,max

decreases, the nucleation rate of aerosols into cloud

ice droplet decreases [at z 5 200-hPa height in the

tropical deep convection region, the frequency of wice$

wice,max 5 0.2m s21 (so that wice is reset to wice,max for

the aerosol nucleation) is about 0.15–0.3 (not shown)],

resulting in a decrease of ice stratus fraction, SW CRF

cooling, and LW CRF warming, mostly in the tropical

deep convection regimes (Figs. 13h and 14h).
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FIG. 13. Sensitivity of CAM5 cloud system to several uncertain model parameters. The plots show the changes of

SW CRF (color shading) and LW CRF (solid–dashed black lines, where the dashed line is for a negative value) at

TOA, when the individual parameter is perturbed from the default value as denoted at the top of each plot. The

values at the top left of individual plots are the global-mean values of DSW CRF (DLW CRF). Contour interval is

5Wm22. See the text for the physical meaning of the perturbed parameters.
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4. Summary and conclusions

This paper provides a description of the integrated

representation for cloud processes in CAM5. Compared

with the previous versions, the cloud parameterizations

in CAM5 are more consistent and physically based, due

to inclusion of more realistic and complex parameteri-

zations and much attention given to the interactions

among them within a more consistent framework. Sev-

eral key aspects of CAM5 cloud parameterizations

are 1) a consistent cloud macrophysical formulation,

2) stratus–radiation–turbulence interactions, 3) prog-

nostic treatment of stratus droplet number and aerosol

species, and 4) radiatively active cumulus and snow.

Within each grid layer, CAM5 has nonoverlapped

deep cumulus, shallow cumulus, and stratus, where each

of which has its own cloud fraction, in-cloud mass, and

number concentration of cloud droplets. Deep and

shallow convection schemes diagnose vertical profiles of

cumulus properties. Liquid and ice stratus fractions are

diagnosed as a function of grid-meanRHover water and

ice, respectively, and a single stratus fraction is di-

agnosed by assuming maximum horizontal overlap be-

tween the two. The saturation equilibrium constraint

(i.e., RH over water within liquid stratus is 1, and liquid

stratus condensate does not exist outside of liquid stra-

tus) allows CAM5 to compute the net condensation rate

of water vapor into liquid stratus. By performing pseudo

condensation–evaporation (adjusting the ice stratus

fraction), consistency is imposed between the diagnosed

cloud fraction and the prognosed condensate amount of

liquid (ice) stratus at the end of stratus macrophysics,

which removes empty (i.e., zero in-stratus condensate)

and dense (i.e., very large in-stratus condensate) stratus.

On the other hand, CAM4 allows horizontal overlap

without occupancy priority among the three clouds, only

diagnoses a single-phase stratus fraction, uses stability-

based empty stratus as well as RH-based stratus, and

frequently generates empty and dense stratus.

The CAM5moist turbulence scheme handles both the

dry and saturated turbulent processes throughout the

whole atmosphere, while the CAM4 PBL scheme

handles only dry turbulent processes within the PBL. By

incorporating cloud-top LW cooling into the computa-

tion of eddy diffusivity, CAM5 explicitly simulates

stratus–radiation–turbulence interactions that can sus-

tain a saturated PBL top over the ocean by enhancing

turbulent vertical mixing. As a result, CAM5 simulates

marine stratocumulus (MSC) at the PBL top solely from

the grid-mean RHwithout relying on separate empirical

stability-based prescription of stratus cloud fraction.

With stratus–radiation–turbulence interaction, MSC is

a dynamic driver of the climate system as well as the

controller of the global radiation budget and hydrological

cycle. Parameterization of stratus–radiation–turbulence

interaction imposes direct interaction among stratiform

macrophysics, radiation, and moist turbulence schemes

(Fig. 1) that are absent in CAM4.

As well as the mass, CAM5 prognoses number concen-

tration of stratus droplets. The two main sources of stratus

droplet numbers are activated aerosols and detrained in-

cumulus condensates,while themain sinks are evaporation,

sedimentation, and precipitation of stratus condensates.

Both deep and shallow convection schemes only diagnose

the mass of in-cumulus condensate. CAM5 specifies the

mean volume radius of detrained in-cumulus condensate

and derives condensate number from the condensate mass

and size. Through the activation process, aerosol controls

the stratus droplet size, which affects the radiation and the

production rate of stratiform precipitation. In other words,

CAM5 simulates various aerosol indirect effects associated

with stratus. Since aerosol activation occurs when sub-

saturated turbulent eddies are delivered into the saturated

stratus portion, direct interaction among stratiform mac-

rophysics, aerosol activation, andmoist turbulence schemes

are included in the CAM5 processes (Fig. 1). Grid-scale

advection and moist PBL schemes transport stratus drop-

lets, assuming that they are conserved during transport.

Instead of prognosing droplet number concentration,

CAM4 specifies a fixed radius of stratus droplets over land

and ocean with a ramp between them.

CAM5 explicitly handles the radiative effects of cu-

mulus and snow by assuming that in-cumulus conden-

sate (not the detrained condensate) has the same droplet

radius and size distribution parameters as the in-stratus

condensate in the same layer. However, internal ther-

modynamic properties of cumulus are not advected by

the large-scale advection scheme.

In addition to the more comprehensive and consis-

tent model physics, CAM5–CESM1 has improved cli-

mate fidelity. However, several systematic biases were

also identified in the simulated cloud fields in CAM5.

Through a set of parameter sensitivity simulations and a

detailed review of model parameterizations, we could

identify (or speculate on) the source of the discrepancies

down to the process level, which can be grouped into the

following three categories: 1) deficient regional tuning, 2)

inconsistency between various physics parameterizations,

and 3) incomplete model physics.

Parameter sensitivity simulations provided potential

pathways to address the following biases:

d negative biases of CLDTOT and associated CRFs

in the eastern subtropical oceans can be reduced by

reducing penetrative entrainment efficiency at the

shallow cumulus top;
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FIG. 14. As in Fig. 13, but the changes of CWP (color shading) and TCA (solid–dashed black lines, where a dashed

line is for negative values). The values at the top left of individual plots are the global-mean values ofDCWP (DTCA).

Contour interval is 0.05 for the first contour and 0.1 for the other contours.
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d positive biases of CLDTOT over polar regions can be

reduced by increasing minimum in-stratus IWC

thresholds;
d negative biases of TGCLDLWP can be partially

addressed by reducing autoconversion efficiency of

deep cumulus condensate or by reducing the effective

radius of detrained shallow cumulus condensate;
d weak SW CRF over the SH storm track can be

reduced by decreasing the effective radius of de-

trained shallow cumulus condensate;
d some of the overly strong SW CRF and LW CRF in

the tropics can be addressed by reducing the deep

cumulus fraction; and
d too frequent deep convective activity might be ad-

dressed by reducing the CAPE consumption time scale.

One example of the inconsistency between different

parameterizations is the aerosol activation performed in

the middle of stratiform microphysics rather than at the

beginning, resulting in overestimation of stratus droplet

size used for the computation of stratiform precipitation

production and the negative bias of TGCLDLWP.

The biases possibly associated with incomplete model

physics are as follows:

d underestimation of LW CRF due to the horizontal

heterogeneity assumption of water vapor within each

grid layer in the radiation scheme;
d overly strong SWCRF and LWCRF in the tropics due

to the use of a single-type cloud within the radiation

scheme; and
d underfrequent shallow convective activity over sum-

mer continents due to the neglect of forced convection.

In summary, CAM5 provides the community with

a unique opportunity to explore cloud–aerosol–climate

interactions in a physically reasonable way. While sub-

stantially improved from its predecessors, many aspects of

CAM5 can and should be improved in the future, upon

which we are continuously working with collaborators.
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APPENDIX A

Cloud Macrophysics for Liquid Stratus

This section provides information on the CAM5 cloud

macrophysics for liquid stratus. Cloud macrophysics is

a set of physical processes used to compute cloud fraction

and net condensation rate of water vapor into cloud wa-

ter. On the other hand, cloud microphysics is a set of

processes used to generate precipitation from cloud wa-

ter. We will explain how CAM5 computes diagnostic

liquid stratus fraction (al,st) and prognostic grid-mean net

condensation rate of water vapor into liquid stratus water

(Ql). Then, we will explain how CAM5 imposes consis-

tency between diagnostic stratus fraction and prognostic

stratus water within the process-splitting framework.

a. Liquid stratus fraction

To compute liquid stratus fraction (al), following

Smith (1990), we assume that the area PDF (P) of total

liquid specific humidity (qt,l[ qy1 ql definedwithout qi)

follows a triangular distribution but temperature is

FIG. A1. (top) Triangular PDF of total liquid specific humidity

(qt,l) used for computing liquid stratus fraction (al) in CAM5.

Liquid stratus fraction is the area on the rhs of the dashed line of

qt,l 5 qs,w where qs,w is saturation specific humidity over water. In

principle, in-stratus LWC (q̂l), as well as al, can be diagnosed but

CAM5 only uses al from the triangular PDF. The half-width of

triangular PDF is directly related to the critical relative humidity

ucl that is used as a tuning parameter, rather than being internally

computed as discussed in the main text. (bottom) The al as

a function of grid-mean relative humidity over water (ul) from both

CAM4 and CAM5 when ucl 5 0.9.
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uniform [i.e., T follows a d function with P(T) 5 ‘ at

T5T while P(T) 5 0 at T 6¼ T] within each grid layer

(see Fig. A1). For simple notation, we will use al [ al,st
and ql [ ql,st in this section. Mathematically, this tri-

angular PDF can be represented by the following nor-

malized area PDF:

P(z)5 12 jzj, 21# z[

�
yl 2 yl,m

Dyl

�
# 1, (A1)

where yl [ qt,l/qs,w(T, p) is total liquid RH, yl,m is yl at

the midpoint (z5 0) of the distribution (or equivalently

yl,m is identical to the grid-mean yl, yl,m 5 qt,l/qs,w(T, p),

since triangular PDF is symmetric), and Dyl is the half-

width of yl in the distribution. The variance of z is
1/6, qt,l 5 yl,mqs(T, p) and the half-width of qt,l is

Dqt,l 5Dylqs(T, p). If we know (T, qt,l, Dqt,l) in each

layer, we can compute al 5
Ð 1
zs
P(z) dz, where zs [ (1 2

yl,m)/Dyl, q̂l 5 (1/al)qs(T, p)
Ð 1
zs
(yl,m 1Dylz2 1)P(z) dz,

and grid-mean relative humidity over water ul[qy/

qs,w(T, p)5
Ð zs
21 (yl,m1Dylz)P(z)dz1

Ð 1
zs
P(z)dz. Through

algebraic computations, we can derive

al 5

8>>>>>>>>><
>>>>>>>>>:

1, x̂,21

12 (1/2)(11 x̂)2 , 21# x̂, 0

(1/2)(12 x̂)2 , 0# x̂, 1

0, 1# x̂

; (A2)

2
64 q̂l
qs,w(T, p)

3
75
�

1

Dyl

�

5

8>>>>>>>>>><
>>>>>>>>>>:

2x̂ , x̂,21

a21
l [(1/6)2 (x̂2/2)[11 (2/3)x̂]]2 x̂ , 21# x̂, 0

a21
l [(1/6)2 (x̂2/2)[12 (2/3)x̂]]2 x̂ , 0# x̂, 1

0, 1# x̂

;

and

(A3)

0
@ul 2 ûl

Dyl

1
A5

8>>>>>>>>><
>>>>>>>>>:

0, x̂,21

2(1/6)(11 x̂)3 , 21# x̂, 0

2x̂2 (1/6)(12 x̂)3 , 0# x̂, 1

2x̂ , 1# x̂

,

(A4)

where

x̂[

0
@ûl 2 yl,m

Dyl

1
A (A5)

and ûl 5 1 is in-stratus RH. Equation (A2) computes

al as a combined quadratic function of yl 5
(qy 1 ql)/qs,w(T, p). We can also represent q̂l and ul as

a function of al as

2
64 q̂l
qs(T,p)

3
75
�

1

Dyl

�

5

8>>>>>><
>>>>>>:

 ffiffiffi
2

p

3

!
a1/2l , 0# al , 0:5

a21
l

"
12

 ffiffiffi
2

p

3

!
(21 al)(12 al)

1/2

#
, 0:5# al # 1

and

(A6)

0
@ul 2 ûl

Dyl

1
A5

8>>>>><
>>>>>:

211

 ffiffiffi
2

p

3

!
a1/2l (32 al) , 0# al , 0:5

2

 ffiffiffi
2

p

3

!
(12 al)

3/2 , 0:5# al # 1

.

(A7)

By reverting Eq. (A7), al can be written as a function of

ul as follows:

al 5

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

1, ûl # u

12
2
4 3ffiffiffi

2
p

0
@ûl 2 ul

Dyl

1
A
3
52/3 , ûl 2

Dyl
6

# ul , ûl

4

2
4cos

0
@1
3

*
arccos

8<
:

3

2
ffiffiffi
2

p
2
412

0
@ûl 2 ul

Dyl

1
A
3
5
9=
;2 2p

+1A
3
52, ûl2Dyl # ul , ûl 2

Dyl
6

0, ul # ûl 2Dyl

. (A8)
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By using critical RH for liquid stratus defined as

ucl [ ûl 2Dyl, the above equation can be written as

Eq. (3). Liquid stratus fraction can be formed only when

ul $ ucl and the large value of ucl implies a narrow PDF.

Figure A1 shows plots of al(ul) from Eq. (A8) used in

CAM5 and from the quadratic formula fal(ul)5
[(ul 2 ucl)/(12 ucl)]

2g used in CAM3/CAM4 [in fact,

CAM3/CAM4 computes a single-phase stratus fraction

a(u) with u5aul 1 (12a)ui, where a is a function of T

and ui 5 qy/qs,i(T, p)].

CAM5 generates slightly smaller al than CAM3/

CAM4. As al/ 1, CAM5 satisfies ûl,clr / 1 [ûl,clr [
(ul 2 al)/(12 al) is mean RH over water averaged over

the clear portion], consistent with what is likely to be

observed in nature, but CAM3/CAM4 do not satisfy

this condition since ûl,clr / 0:5(11 ucl) as al/ 1. By

construction, our triangular PDF always satisfies al # ul
[Eq. (A8) and Fig. A1 (bottom)], so that ûl,clr $ 0. This

allows the radiation scheme to separately handle ~qy (where

the tilde denotes the average in the clear portion outside of

the cloud) and q̂y,cld in each grid layer, so that more re-

alistic computations of radiative flux profiles and LWCRF

will be possible in the future CAM (see section 3a).

In principle, triangular PDF can be used to diagnose q̂l
(or equivalently Ql) as well as al as shown in Eqs. (A3)

and (A6). However, CAM5 continues to use the prog-

nostic condensation scheme to compute Ql, as detailed

in the next section.We plan to use the triangular PDF to

consistently diagnose both al andQl with the PDF width

(Dyl 5 ûl 2 ucl) internally computed rather than speci-

fied, so that stratus macrophysics can be seamlessly ap-

plied across any horizontal and vertical resolution of

a GCM grid.

b. Grid-mean net condensation rate of water vapor
into liquid stratus condensate Ql

To compute Ql (defined here as condensation rate

minus evaporation rate), CAM5 follows the approach of

Zhang et al. (2003) that was used in CAM3/CAM4, but

with substantial refinements to the implementation and

formulations, in order to be consistent with the re-

constructed cloud structures in CAM5. We define satu-

ration equilibrium as the state that satisfies the following

two conditions: 1) RH over water within liquid stratus is

always 1 (ûl 5 1) and 2) liquid stratus condensate does

not exist outside of al. The sufficient and necessary

constraints to compute Ql in CAM5 are that, whenever

any grid layer is perturbed from saturation equilibrium

by various physics and dynamic processes, the system

tries to restore saturation equilibrium.

Let us assume that one GCM grid layer is in satura-

tion equilibrium at a certain moment. During the model

time step Dt, the layer is perturbed by external forcings

(stratus microphysics, radiation, moist turbulence, grid-

scale advection, deep and shallow convections, etc.). To

restore saturation equilibrium, Ql should be initiated

within the layer. The changes of ql,st 5Al,stq̂l,st during Dt
[here,Al,st5 (12Acu)al,st as inEq. (5)] is the sumofQl and

the grid-mean external forcings of liquid condensates Fl,

Ql 5
_ql,st2Fl 5Al,st

_̂ql,st 1 cq̂l,st
_Al,st 2Fl , (A9)

where 0 # c # 1 is the ratio of q̂l,st of newly formed or

dissipated stratus to the preexisting q̂l,st. The
_f denotes

time tendency of f. If condensate within Al,st is internally

homogeneous (heterogeneous), it will be c 5 1 (c , 1).

CAM5 uses c 5 0.1, but the overall simulation is in-

sensitive to c. Using the saturation equilibrium constraints,

we can derive the following simultaneous linear equations:

a11
_̂ql,st 1 a12

_Al,st 5 b1 and

a21
_̂ql,st 1 a22

_Al,st 5 b2 , (A10)

where individual coefficients aij and bi are

a115 gAl,st, a12 5G1 gcq̂l,st,

a215a1

 
Ly

Cp

!
b̂Al,st, a225

 
Ly

Cp

!
b̂cq̂l,st and

(A11)

b15a _qt,all2b _Tl,all2Gal,st _acu, b25a _̂qt,all 2b _Tl,all ,

with

a5

 
1

qs,w

!
, b5

 
qy
q2s,w

!�
›qs,w
›T

�
,

b̂5a

�
›qs,w
›T

�
, g5a1

 
Ly

Cp

!
b and (A12)

G5

�
1

12 acu

��
›al,st
›u

�21

and

_qt,all 5
_qy,adv 1

_ql,adv 1
_qy,mic 1

_ql,mic , (A13)

_Tl,all5
_Tadv 1

_Tmic 2

 
Ly

Cp

!
( _ql,adv 1

_ql,mic) ,

_̂qt,all 5
_qy,adv 1

_ql,adv 1
_̂ql,mic, and

_̂ql,mic 5
_ql,mic

Ast

,
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where _f denotes grid-mean tendency and subscript all

denotes all processes except for stratus macrophysics,

which is the sum of stratus microphysics (subscript mic)

and the other processes denoted by subscript adv (e.g.,

radiation, moist turbulence, grid-scale advection, and

deep and shallow convections). In Eq. (A13), we useAst

instead of Al,st since stratus microphysics is formulated

using a single-phase stratus fraction, Ast 5 max(Al,st,

Ai,st). The above formulation was derived based on the

assumption that 1) temperature is uniform within the

grid, 2) stratus microphysics does not change water

vapor within al,st, and 3) all forcings except stratus

microphysics are uniformly applied into the grid. From

Eqs. (3), (5), and (A9) and Fl 5 ql,adv 1 ql,mic, we can

compute Ql.

Although Al,st is explicitly used in computing Ql, the

updated ql,st(t1Dt) is not necessarily consistent with

the updated Al,st(t 1 Dt). For example, it can be

ql,st(t1Dt)5 0 but Al,st(t 1 Dt) . 0 (so-called empty

status) or ql,st(t1Dt). 0 but Al,st(t 1 Dt) 5 0 (so-called

infinitely dense stratus). This inconsistency between

stratus fraction and in-stratus condensate is caused

by the combined use of diagnostic stratus fraction

and prognostic stratiform condensation schemes. To

prevent this inconsistency, we additionally condense

water vapor or evaporate stratus liquid droplets

until q̂l,st(t1Dt) falls within the externally spec-

ified ranges, 23 1024 # q̂l,st (t1Dt)# 3 g kg21. This

pseudo condensation–evaporation adjustment con-

serves ql,st(t1Dt) and always satisfies the diagnostic

stratus fraction formula [Eq. (3)]. This adjustment is

not performed if ql,st(t1Dt)5 0 and Al,st(t 1 Dt) 5 0

before the adjustment. In the case of ice stratus, rather

than performing pseudo deposition–sublimation, CAM5

simply modifies Ai,st(t 1 Dt) such that q̂i,st(t 1 Dt)
falls within the externally specified ranges, 23 1024 #

q̂i,st (t1Dt)# 5 g kg21, which violates the diagnostic ice

stratus fraction formula [Eq. (4)] after adjustment.

c. Imposing consistency between liquid stratus
fraction and liquid stratus condensate

To reduce numerical instability due to the use of

a long model integration time step (Dt 5 1200 s for the

Eulerian dynamic core or 1800 s for the finite-volume

dynamic core), CAM has used process splitting: that is,

in each time step, successive parameterizations operate

on the updated state resulting from the previous pa-

rameterization, as shown in Fig. 1. This process splitting

allows for the use of separate shallow and deep con-

vection schemes, because, in the case of time splitting (in

which all parameterizations are operating on the same

input state), a simultaneous use of two separate con-

vection schemes can cause overstabilization of the

atmospheric column because of double counting of the

convective adjustment. However, since multiple values

of stratus fraction can be computed in each time step

because of continuous updates of grid-mean RH after

individual parameterization, process splitting raises

a question on what is the best stratus fraction that all

parameterizations should commonly use at each time

step. During CAM5 development procedure, we found

that CAM3 frequently generated unreasonably large

q̂l,st. For example, in the ambiguous layer (i.e., the layer

just above the PBL top) over the California stratocu-

mulus deck, CAM3-simulated al,st was only 0.2 but q̂l,st
was 4 g kg21, much larger than themaximally observable

value of 1 g kg21 in nature. An offline test of CAM3

stratus macrophysics scheme revealed that this peculiar

feature was associated with an inappropriate choice of

input for al,st in computing Ql.

To elucidate this problem, we pick the initial equilib-

rium state of p 5 900hPa, T5 280K, and qt 5 7 g kg21,

representing a typical state of the ambiguous layer in the

subtropical stratocumulus deck. According to the tri-

angular PDF scheme that will be used as a benchmark

framework mimicking nature, this initial equilibrium

state corresponds to qy 5 6:84 g kg21, ql 5 0:16 g kg21,

al,st5 0.6, and q̂l,st 5 0:26 g kg21 when Dy5 0.1 is chosen.

A critical relative humidity of ucl 5 0.943 was selected in

such a way that CAM3/CAM4’s quadratic stratus frac-

tion formula produces the same stratus fraction as the

triangular PDF scheme at the initial equilibrium state.

We forced the initial equilibrium state with a set of grid-

mean external advective forcings of temperature and

water vapor in a wide range (210# _Tadv # 10Kday21,

210# _qy,adv # 10 g kg21 day21) and computed Dal,st and
Dq̂l,st from the initial equilibrium state using both the

prognostic condensation and full triangular PDF-based

stratus macrophysics schemes [here, ‘‘full’’ means that

not only al,st but also q̂l,st (or equivalently Ql) are com-

puted together by the triangular PDF scheme]. We ran

the following three configurations of prognostic stratus

macrophysics scheme: (i) CAM3 configuration in which

net condensation rate Ql is computed using a non-

equilibrium anel,st obtained by applying external advective

forcings ( _Tadv, _qy,adv) to the initial equilibrium state and

al,st after stratus macrophysics is set to anel,st; (ii) CAM4

configuration, which is identical to CAM3 except that al,st
is updated at the end of the stratus macrophysics, using

the prognosed grid-mean RH that includes all _Tadv, _qy,adv
and Ql; and (iii) CAM5 configuration, in which Ql is

computed using the initial equilibrium state and al,st is

updated at the end of stratus macrophysics using the

prognosed grid-meanRH. Simply speaking, al,st inCAM3

(CAM5) is computed at the beginning (end) of stratus

macrophysics while CAM4 computes al,st both at the
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beginning and end of stratusmacrophysics. For simplicity,

we neglected cumulus (acu 5 0), precipitation ( _ql,mic 5
_̂ql,mic 5 _qy,mic 5

_Tmic 5 0), and advection of condensate

( _ql,adv 5 0). In case of the triangular PDF scheme, con-

densation heating induced by external advective forcing

was reassigned into the system with corresponding PDF

adjustment until a convergent state was obtained.

Figure A2 shows the scatterplot of Dal,st and Dq̂l,st
during Dt 5 1800 s. Each dot corresponds to different

values of _Tadv and _qy,adv. In case of the triangular PDF

and CAM5 prognostic condensation schemes, q̂l,st in-

creases as al,st increases. The behaviors of prognostic

stratus macrophysics in CAM3 and CAM4 are prob-

lematic. In the warm and dry advection regimes (blue

dots), CAM4 shows improved features over CAM3. In

the cold and moist advection regimes (red dots), how-

ever, both CAM3 and CAM4 show little changes to al,st,

though q̂l,st rapidly increases, which explains why CAM3

produces small al,st but very large q̂l,st. This undesirable

inconsistency between al,st and q̂l,st in CAM3/CAM4 stems

from the use of inappropriate al,st as an input to the prog-

nostic condensation scheme. Since the prognostic conden-

sation scheme is an adjustment process fromone saturation

equilibrium state to another saturation equilibrium state,

Ql should be computed using al,st at the equilibrium state

(as in CAM5), not at the nonequilibrium state (as in

CAM3/CAM4).

APPENDIX B

Description of the Various Simulations

This section provides a brief description of the con-

figurations of various CAM5 simulations. The basic

FIG. A2. Changes of liquid stratus fraction (Dal,st) and in-stratus LWC (Dq̂l,st) when advective forcings of temper-

ature (Tadv Kday21) and water vapor (qy,adv g kg
21 day21) are applied to the initial saturation equilibrium state: green

dots denote the cases of Tadv . 0 and qy,adv . 0 (case I); red dots denote the cases of Tadv , 0 and qy,adv . 0 (case II);

magenta dots denote the cases of Tadv , 0 and qy,adv , 0 (case III); and blue dots denote the cases of Tadv . 0 and

qy,adv , 0 (case IV). See text for detailed description on each of 4 cases (triangular PDF, CAM3, CAM4, and CAM5),

including simulation settings.
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settings common to all simulations, detailed below, are

as follows:

d model physics time step of Dt 5 1800 s, radiation time

step of Dt5 3600 s, and dynamic sub–time step of Dt5
225 s;

d horizontal resolution of 1.98 latitude 3 2.58 longitude;
and

d 30 vertical layers with the midpoint height of the

lowest model layer [z(1)] at the sigma pressure level

of s5 0.9926, corresponding to;67m over the ocean,

and the highest model interface at s 5 0.00225.

Below 800 hPa, CAM5 has 4 more layers than CAM4

(which has 26 layers in total) but z(1) of CAM4 is iden-

tical to the z(1) of CAM5.

a. Stand-alone CAM5 simulation forced by
climatological SST in the year 2000

This simulation is forced by observed climatological

SST and sea ice fraction with annual cycle (Hurrell et al.

2008). One-dimensional ice thermodynamics (i.e., ver-

tical exchanges of heat and moisture) is active assuming

sea ice thickness is 2 (1)m over the Arctic (Antarctic)

and ocean temperature below sea ice is fixed at 21.88C.
Snow fraction over ice is a function of snow depth, which

is controlled by snowfall rate from the atmosphere.

Snow albedo, which is generally larger than the sea ice

albedo at the clean state, can decrease when atmo-

spheric aerosols (e.g., black carbon) are deposited onto

the snow. The land model is fully interactive with the

atmosphere. The atmospheric concentration of individual

greenhouse gases is specified as a fixed value over the

entire atmosphere without annual cycle (CO25 367, CH45
1760 3 1023, N2O 5 316 3 1023, CFC-11 5 653.45 3
1026, and CFC-12 5 535 3 1026; all in units of ppmv).

Atmospheric concentration of ozone is also specified as

a function of (x, y, z) with a specified annual cycle. Solar

constant is specified as a fixed value without annual cycle.

Surface fluxes of various aerosol species are also specified

in the year 2000. Nomajor volcanic aerosols are added in

this simulation.

b. CAM5–AMIP

This simulation is identical to the above stand-alone

CAM5 simulation, except that

d all of the specified SST, sea ice fraction, greenhouse

gases, ozone, solar constant, and surface flux of aero-

sols have interannual variations derived from the

observations and
d atmospheric concentrations of the major volcanic

aerosols are specified as a function of (y, z, t) with

annual cycle with specified effective radii.

c. CAM5–SOM

This is a CAM5 simulation coupled with an SOMwith

adjustive surface fluxes of heat and moisture designed to

mimic the effects of oceanic horizontal advection in the

fully coupled CESM1 simulation. A long-term CAM5–

SOM is run (with the configurations of the above stand-

alone CAM5 but in the year 1850 with constant CO2 5
284.7, CH45 791.63 1023, N2O5 275.683 1023, CFC-

115 12.483 1026, and CFC-115 0; all in units of ppmv)

without the specifications of SST and sea ice fraction,

until it reaches the stable equilibrium state.

d. CESM1

This is a fully coupled simulation without any flux

correction between atmosphere and underlying sur-

faces. The specifications of greenhouse gases, ozone,

solar constant, surface fluxes of aerosols, and major

volcanic aerosols are identical to the CAM5–AMIP,

except that full interannual variations from 1850 to 2005

are included.
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